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Context

• Astrochemistry: obtaining the most accurate census of the molecular content in the
interstellar medium (ISM)

Key questions: How do stars and planets form?
How do the organic molecules form?



Context

• Our knowledge about ISM relies on molecular spectra

• In the ISM, the low density cannot maintain local thermodynamic equilibrium (LTE)

• Non-LTE analysis of the observational spectra is required

• Astrochemistry: obtaining the most accurate census of the molecular content in the
interstellar medium (ISM)

Key questions: How do stars and planets form?
How do the organic molecules form?
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Knowledge of population of energy levels of interstellar molecules

Studying collisional excitation of interstellar molecules by H and H2



What has been done so far?

• Excitation studies of interstellar molecules began in the 70’s (Dalgarno, Green, Flower,...)

• “Molecular Universe” RTN network (2004-2008): update for a number of key molecules 

• Full quantum calculations feasible 

• Theoretical calculations rival the accuracy of experimental data

• Highly accurate data available for ~50 molecules (over ~300 detected)

• Precise determination of the molecular content in molecular clouds

See the review by Roueff and Lique (2013)
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complex region of ionized gas (the so-called HII region). A
detailed description of this source can be found in ref 27. We
focus below on the 110 → 111 transition of CH2NH at 5.29
GHz. This line was first observed in 1973 by Godfrey et al.4

toward Sgr B2 with the 3.8′ beam (at 5.29 GHz) of the Parkes
64 m telescope. New observations toward Sgr B2(N) were
performed with the 2.3′ beam of the GBT. The multiplet was
detected with a high signal-to-noise ratio, as displayed in Figure
4. The transition frequencies have been shifted to the

laboratory rest frame using the nominal source velocity of
+64 km·s−1. Weaker transitions with a velocity component of
82 km·s−1 (−0.32 MHz) are also observed, as found in several
other molecules with the GBT.28 These two velocity
components correspond to two molecular clouds lying within
the GBT field of view along the line of sight towards Sgr
B2(N).
Radiative transfer calculations were performed with the non-

LTE RADEX program29 based on the escape probability
formalism for a uniform sphere. The code was employed to
compute the line excitation temperature (Tex

i ) and opacity (τi)
for each hyperfine transition i = 1, 6 of the 110 → 111 line. The
two velocity components were computed separately. The
hyperfine energy levels and radiative rates were taken from the
CDMS catalog.22 The hyperfine-resolved rate coefficients were
obtained from the rotational rate coefficients using the
statistical approximation, which has been shown to be reliable
at low opacities.30 The kinetic temperature and density of H2
were fixed at T = 30 K at nH2

= 104 cm−3, respectively, for each
velocity component. These values, derived by Faure et al.25

from their modeling of the weak HCOOCH3 masers,
correspond to a relatively cold and dilute gas surrounding the
north core, in the foreground of the HII region. The line widths
were taken as 15 and 10 km·s−1 for the low- and high-velocity
components, respectively.27 The column density of CH2NH
was adjusted for each velocity component to best reproduce the
observational spectrum. The solution of the radiative transfer
equation was expressed as the radiation temperature, as in ref
25:
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where Jν(T) = (hν/kB)/(e
hν/kBT − 1); ν is the frequency of the

transition (5.29 GHz), Tcmb = 2.725 K the temperature of the
cosmic microwave background, and Tc(ν) the main beam

background continuum temperature of Sgr B2(N), as measured
by the GBT, which is ∼36 K at 5.29 GHz. The total opacity
τ(ν) in eq 1 is the sum over the two velocity components and
the six hyperfine transitions, assuming individual opacities are
Gaussian. The resulting composite line (with eight resolved
components) is compared to the observation in Figure 4 where
a remarkable agreement is obtained. The best fit was found for
CH2NH column densities of 2.5 ± 0.5 × 1014 and 1.0 ± 0.2 ×
1014 cm−2 for the low- and high-velocity components,
respectively. As expected, the 110 → 111 transition is inverted
with an excitation temperature of −0.48 K (equal for each
hyperfine transition within 0.01 K). We have checked that this
population inversion occurs for H2 densities in the range of 6 ×
102−6 × 106 cm−3, as anticipated, meaning this is a very robust
phenomenon. We have also plotted the emergent spectrum in
LTE conditions with the same column densities. A very faint
absorption (the spectrum has been multiplied by a factor of 10)
is predicted in this case, demonstrating that the weak inversion,
by amplifying the strong background continuum radiation, is
essential to produce the emission of the otherwise undetectable
5.29 GHz line.
The derived CH2NH column densities correspond to low

fractional abundances relative to H2 [f(H2) ≲10−10, assuming a
H2 column density of 3 × 1024 cm−2 as in ref 31]. They are in
particular lower than the value derived by Halfen et al.32 (9.1 ±
4.4 × 1014 cm−2) from a spectral survey of emission lines at
higher frequencies (>70 GHz), which probe another extended,
warmer, and denser component. Methanimine is also detected
in a compact component, the so-called “hot core” of Sgr B2(N)
where the column density is ∼1018 cm−2.1 A more complete
treatment is now required to model all detected lines, in
absorption and emission, in order to improve the determination
of the abundances and physical conditions in both the extended
cool and warm components. This will be presented in a future
dedicated work.

■ COMPUTATIONAL METHODS
The analytical expansion for an asymmetric-top-linear molec-
ular system can be written as12
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where the functions tl1m1l2l(θ1,ϕ1,θ2,ϕ) are products of spherical
harmonics, as given explicitly in eqs 5 and 6 of ref 33. The
indices l1, m1, and l2 refer to the (θ1, ϕ1) and (θ2, ϕ2)
dependence of the PES, whereas l runs from 0 to the sum of l1
and l2. The expansion coefficients vl1m1l2l(R) were obtained
through a least-squares fit on the random grid of 3000 angular
geometries at each intermolecular separation (22 radial grid
points in the range R = 4−15a0). All anisotropies up to l1 = 14,
l2 = 6, and l = 20 were included, resulting in 3054 expansion
functions. We then selected only significant terms using a
Monte Carlo error estimator (defined in ref 34), resulting in a
final set of 251 expansion functions with anisotropies up to l1 =
13, l2 = 6, and l = 16. The root-mean-square was found to be
lower than 2 cm−1 in the long-range and minimum regions of
the PES (R > 5.75 a0). In these regions, the mean error on the
expansion coefficients vl1m1l2l(R) is less than 1.25 cm−1. A cubic
spline radial interpolation of these coefficients was finally
employed over the whole grid of intermolecular distances, and
it was smoothly extrapolated (using exponential and power laws
at short- and long-range, respectively) in order to provide

Figure 4. Observational and model spectra of methanimine 110 → 111
transition at 5.29 GHz toward Sgr B2(N). Relative intensities of the
(partially resolved) hyperfine structure in the optically thin limit are
shown at the bottom. The nominal source velocity is +64 km·s−1. A
second velocity component is resolved at +82 km·s−1. The non-LTE
model predicts a population inversion with a negative excitation
temperature Tex = −0.48 K. The LTE model spectrum has been
multiplied by a factor of 10 to show it more clearly.
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... to the modelling of CH2NH spectra towards SgrB2
From excitation rate 

coefficients of CH2NH by H2 …

performed for total energies between 2 and 200 cm−1, with an
energy grid adjusted to properly sample the low-energy
resonances. The projectile H2 was restricted to para-H2(j2 =
0), which is the dominant form of H2 in the cold interstellar
medium.23,24 The basis set included levels j1 = 0−12 and j2 = 0,
2 with rotational energies (CH2NH plus H2) less than a
threshold EMAX = 600 cm−1. This cutoff was necessary to limit
the number of coupled channels below 6000 while preserving
convergence to within ∼10% for all transitions among the first
15 rotational levels of CH2NH, i.e. up to the level 220 at 28.3
cm−1. Rate coefficients were obtained in the temperature range

5−30 K by integrating the cross sections over Maxwell−
Boltzmann distributions of relative velocities. Cross sections
and rate coefficients for the lowest four transitions out of the
ground state 000 are presented in Figure 3 as a function of
collisional energy and temperature, respectively. Many
resonances are observed in the cross sections, as expected
from the deep potential well. We can also notice that the
favored transitions are 000 → 101 and 000 →202, corresponding
to the usual propensity rule Δj1 = 1, 2 and Δka = 0. In addition,
for the ka = 1 doublet, the lower level is found to be favored.
This propensity was also observed for higher ka = 1 doublets,
and this corresponds to j1 being preferentially oriented along
the direction of the greatest moment of inertia (the c-axis). This
result is observed in other molecules and is responsible, in
particular, of the anti-inversion of the doublet 110−111 in
interstellar H2CO.

23 Here, however, because both collisional
and radiative transitions between the ka = 1 and ka = 0 ladders
are allowed (in contrast to H2CO), the above propensity is in
competition with interladder transitions. In particular the
spontaneous decay rate from the 111 to 000 level is about 1.6
times that from the 110 to the 101 level (see Figure 2), which
favors inversion of the doublet, as in the case of methyl formate
(HCOOCH3).

25 The strong emission of the intrinsically weak
110 → 111 line, as first detected by Godfrey et al.,4 was thus
attributed to a population inversion rather than an anomalously
high abundance.26 The lack of collisional data, however, has
precluded so far any definite conclusion. Using our rate
coefficients, the critical density of the upper level 110 can be
estimated as ∼1.5 × 105 cm−3, which means that non-LTE
effects are expected at densities in the range of 103−107 cm−3.
(The critical density defines the density at which the collisional
rate out of the upper state of a transition equals the
spontaneous radiative rate.) However, only non-LTE radiative
transfer calculations can predict the actual rotational
populations of CH2NH for a given set of physical conditions,
as illustrated below.
The star-forming region Sgr B2 is an exceptionally massive

cloud complex in the Galactic Center, where shocks and
supersonic turbulence are ubiquitous. Toward the north core of
Sgr B2 (Sgr B2(N)), the continuum emission is produced by a

Figure 2. Lowest eight levels of CH2NH, with energies taken from the
CDMS catalog.22 For each level, the strongest radiative transitions are
indicated by arrows and the numbers give the corresponding Einstein
coefficient (in units of 10−6 s−1) taken from ref 22. The spectrum
consists of a-type (Δka = 0) and b-type (Δka = ± 1) transitions with
corresponding dipole moments μa = 1.340 D and μb = 1.446 D.

Figure 3. Cross sections (left panel) and rate coefficients (right panel) for excitation out of the 000 level to levels 101, 202, 111, and 110 due to para-
H2(j2 = 0) collisions.
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Detection of new (reactive) molecules
Gupta et al.: OH+ and H2O+ in Orion KL

Fig. 1. Lines of OH+, ortho-H2O+, and H3O+ in Orion KL, com-
pared with those of HF (J = 1 − 0) and para-H182 O. The dashed
vertical red line is at the systemic velocity of 9 km s−1, and the
solid horizontal red lines indicate the continuum level in each
spectrum. Solid green lines indicate the channels over which the
interpolation was done. The HF spectrum, adapted from Phillips
et al (2010), shows a broad absorption (black histogram) after
modeling and removal of contaminating lines of CH3OH and
SO2 (blue histogram). The contaminants in the 971.8 GHz spec-
trum are CH3OH (vt = 0) 26−2−25

−
3 (A) and (vt = 1) 226−225 (E)

at −28 km s−1 and −40 km s−1; that in the 1115.2 GHz spectrum
is SO2 195,15 − 192,18 at −55 km s−1. The 1657.2 GHz spectrum
shows absorption by CH (N = 2 − 1) at 60 km s−1.

and the outflow, the interpolation yielding errors of 20% − 30%.
On the assumptions that the absorption covers the source com-
pletely, and the molecules are in the lower state, the total column
density (N) was then derived using the expression:
∫
τdv (km s−1) =

Aulguλ3

8πgl
N, (1)

where Aul is the spontaneous emission rate, gu and gl are the
upper and lower state degeneracies, and λ is the transition wave-
length.

We estimate column densities of OH+ and H2O+ at 9 km s−1
of 9±3×1012 cm−2 and 7±2×1012 cm−2, and those in the outflow

of 1.9 ± 0.7 × 1013 cm−2 and 1.0± 0.3× 1013 cm−2. The column
densities of OH+ are more than an order of magnitude lower,
and those of H2O+ are 2 − 6 times lower than toward W31C and
W49N (Gerin et al. 2010; Neufeld et al. 2010, this issue). From
the least congested spectra of H3O+ at 984.7 and 1657.2 GHz
(see Table 1), and an assumed excitation temperature of 100 K,
we derive 3σ upper limits of 2.4×1012 cm−2 and 8.7×1012 cm−2
for the column density of ortho and para-H3O+, nearly an order
of magnitude lower than in W31C (Gerin et al. 2010).

The abundance ratios of the three ions in Orion KL can be
compared to the same ratios observed in W31C and W49N. The
OH+/H2O+ ratio is found to be 1.3 ± 0.6 in the source and 1.8 ±
0.8 in the outflow. This ratio is 2 − 15 times lower than that
measured toward W31C and W49N. The lower limit of 1.4 for
the H2O+/H3O+ ratio, however, is nearly 2 times larger than in
W31C.

5. Discussion

The column densities of OH+, H2O+, and H3O+ in Orion KL
differ markedly from those in the diffuse gas toward W31C and
W49N. In contrast with W31C and W49N, OH+ and H2O+ are
significantly more abundant relative to H3O+, for which we are
only able to obtain an upper limit. The absolute column densi-
ties of OH+ and H2O+ are also lower compared with W31C and
W49N. A likely explanation for the low column densities of the
three ions is that they are present in fairly dense material, both in
the quiescent gas and the outflow. Unlike the quiescent gas, the
Orion KL outflow is exposed to a strong ionizing flux from the
foreground HII region; the enhanced ionization flux enhances
the formation of ions, but the resultant large fractional ioniza-
tion leads to a fast and efficient removal of molecular ions by
dissociative recombination with electrons.

The observed velocity profiles of OH+ and H2O+ in
Orion KL support the above conclusion. As Fig. 1 shows, the
OH+ and H2O+ absorption tracks the HF absorption to veloci-
ties of about −45 km s−1. This absorption also seems to follow
closely, to about −80 km s−1, the para-H182 O absorption in the
outflow, suggesting that like HF and para-H182 O, OH

+ and H2O+
probably exist mainly in the low velocity outflow (Phillips et al.
2010). In fact, the molecular outflow accounts for over half of
the observed column density of OH+ and H2O+.

The conditions required to explain our observations may be
more extreme than one might suppose. First, the molecular ions
probably reside in gas of lower density (n ≤ 105 cm−3) than that
necessary to thermally excite the observed transitions—these
have high spontaneous emission rates (> 10−2 s−1; Table 1), and
hence large critical densities (107−109 cm−3) . This is supported
by the observation that OH+ and H2O+ are seen only in absorp-
tion. Second, the temperatures in the outflow gas are probably
high.

We consider two scenarios in which the ions may be formed
in the low velocity outflow. In the first, a large radiation flux im-
pinges directly on the Orion KL outflow, which contains large
water abundances (Melnick et al. 2010). The far UV flux that il-
luminates this gas can have values approaching 4 × 104 times
the average interstellar radiation field (Walmsley et al. 2000;
Young Owl et al. 2000). In addition, the central region of the
Orion Nebula has numerous sources of energetic X-ray photons
(Getman et al. 2005; Preibisch et al. 2005), which can contribute
to the surface ionization of this photon-dominated region (PDR).
We estimate that at AV = 1 into the PDR, the ionization rate

3

OH+, H2O+ and H3O+ towards Orion KL

• New telescopes allow highly resolved observations

• Detection of reactive molecules (H2O+, OH+, CH 
HS...), i.e. rapidly destroyed by H, H2 or e- (Black 
1998)

• Key species for astrochemistry

• Accurate analysis of the spectra is hampered by the
complete lack of collisional data

H. Gupta et al.: OH+ and H2O+ in Orion KL

Fig. 1. Lines of OH+, ortho-H2O+, and H3O+ in Orion KL, compared
with those of HF (J = 1−0) and para-H18

2 O. The dashed vertical red
line is at the systemic velocity of 9 km s−1, and the solid horizontal red
lines indicate the continuum level in each spectrum. Solid green lines
indicate the channels over which the interpolation was done. The HF
spectrum, adapted from Phillips et al. (2010), shows a broad absorption
(black histogram) after modeling and removal of contaminating lines of
CH3OH and SO2 (blue histogram). The contaminants in the 971.8 GHz
spectrum are CH3OH (vt = 0) 26−2−25−3 (A) and (vt = 1) 226−225 (E)
at −28 km s−1 and −40 km s−1; that in the 1115.2 GHz spectrum is SO2
195,15−192,18 at −55 km s−1. The 1657.2 GHz spectrum shows absorp-
tion by CH (N = 2−1) at 60 km s−1.

completely, and the molecules are in the lower state, the total
column density (N) was then derived using the expression:
∫
τdv (km s−1) =

Aulguλ3

8πgl
N, (1)

where Aul is the spontaneous emission rate, gu and gl are the
upper and lower state degeneracies, and λ is the transition wave-
length.

We estimate column densities of OH+ and H2O+ at 9 km s−1

of 9 ± 3 × 1012 cm−2 and 7 ± 2 × 1012 cm−2, and those in the
outflow of 1.9 ± 0.7 × 1013 cm−2 and 1.0 ± 0.3 × 1013 cm−2.
The column densities of OH+ are more than an order of magni-
tude lower, and those of H2O+ are 2−6 times lower than toward
W31C and W49N (Gerin et al. 2010; Neufeld et al. 2010). From
the least congested spectra of H3O+ at 984.7 and 1657.2 GHz
(see Table 1), and an assumed excitation temperature of 100 K,
we derive 3σ upper limits of 2.4×1012 cm−2 and 8.7×1012 cm−2

for the column density of ortho and para-H3O+, nearly an order
of magnitude lower than in W31C (Gerin et al. 2010).

The abundance ratios of the three ions in Orion KL can be
compared to the same ratios observed in W31C and W49N. The
OH+/H2O+ ratio is found to be 1.3 ± 0.6 in the source and
1.8 ± 0.8 in the outflow. This ratio is 2−15 times lower than
that measured toward W31C and W49N. The lower limit of 1.4
for the H2O+/H3O+ ratio, however, is nearly 2 times larger than
in W31C.

5. Discussion
The column densities of OH+, H2O+, and H3O+ in Orion KL
differ markedly from those in the diffuse gas toward W31C and
W49N. In contrast with W31C and W49N, OH+ and H2O+ are
significantly more abundant relative to H3O+, for which we are
only able to obtain an upper limit. The absolute column densi-
ties of OH+ and H2O+ are also lower compared with W31C and
W49N. A likely explanation for the low column densities of the
three ions is that they are present in fairly dense material, both in
the quiescent gas and the outflow. Unlike the quiescent gas, the
Orion KL outflow is exposed to a strong ionizing flux from the
foreground HII region; the enhanced ionization flux enhances
the formation of ions, but the resultant large fractional ioniza-
tion leads to a fast and efficient removal of molecular ions by
dissociative recombination with electrons.

The observed velocity profiles of OH+ and H2O+ in
Orion KL support the above conclusion. As Fig. 1 shows, the
OH+ and H2O+ absorption tracks the HF absorption to veloci-
ties of about −45 km s−1. This absorption also seems to follow
closely, to about −80 km s−1, the para-H18

2 O absorption in the
outflow, suggesting that like HF and para-H18

2 O, OH+ and H2O+
probably exist mainly in the low velocity outflow (Phillips et al.
2010). In fact, the molecular outflow accounts for over half of
the observed column density of OH+ and H2O+.

The conditions required to explain our observations may be
more extreme than one might suppose. First, the molecular ions
probably reside in gas of lower density (n ≤ 105 cm−3) than that
necessary to thermally excite the observed transitions – these
have high spontaneous emission rates (>10−2 s−1; Table 1), and
hence large critical densities (107−109 cm−3) . This is supported
by the observation that OH+ and H2O+ are seen only in absorp-
tion. Second, the temperatures in the outflow gas are probably
high.

We consider two scenarios in which the ions may be formed
in the low velocity outflow. In the first, a large radiation flux im-
pinges directly on the Orion KL outflow, which contains large
water abundances (Melnick et al. 2010). The far UV flux that il-
luminates this gas can have values approaching 4 × 104 times
the average interstellar radiation field (Walmsley et al. 2000;
Young Owl et al. 2000). In addition, the central region of the
Orion Nebula has numerous sources of energetic X-ray photons
(Getman et al. 2005; Preibisch et al. 2005), which can contribute
to the surface ionization of this photon-dominated region (PDR).
We estimate that at AV = 1 into the PDR, the ionization rate
ζX ∼ 3 × 10−15 s−12. Under these conditions, water can undergo
photoionization to form H2O+ directly, enhancing the abundance
of this species.

2 The surface brightness of the central region (dominated by θ1C) is
estimated to be 3 × 1034 erg s−1 pc−2 (Feigelson et al. 2005). On the
assumption that the molecular cloud lies 0.1 pc from this cluster, the
expressions of Maloney et al. (1996) yield an X-ray ionization rate
of about 2.8× 10−16N−1

22 (where N22 is the hydrogen column density in
units of 1022 cm−2). Thus at AV = 1, ζX ∼ 3 × 10−15 s−1.
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1.8 ± 0.8 in the outflow. This ratio is 2−15 times lower than
that measured toward W31C and W49N. The lower limit of 1.4
for the H2O+/H3O+ ratio, however, is nearly 2 times larger than
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foreground HII region; the enhanced ionization flux enhances
the formation of ions, but the resultant large fractional ioniza-
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dissociative recombination with electrons.

The observed velocity profiles of OH+ and H2O+ in
Orion KL support the above conclusion. As Fig. 1 shows, the
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ties of about −45 km s−1. This absorption also seems to follow
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probably exist mainly in the low velocity outflow (Phillips et al.
2010). In fact, the molecular outflow accounts for over half of
the observed column density of OH+ and H2O+.

The conditions required to explain our observations may be
more extreme than one might suppose. First, the molecular ions
probably reside in gas of lower density (n ≤ 105 cm−3) than that
necessary to thermally excite the observed transitions – these
have high spontaneous emission rates (>10−2 s−1; Table 1), and
hence large critical densities (107−109 cm−3) . This is supported
by the observation that OH+ and H2O+ are seen only in absorp-
tion. Second, the temperatures in the outflow gas are probably
high.

We consider two scenarios in which the ions may be formed
in the low velocity outflow. In the first, a large radiation flux im-
pinges directly on the Orion KL outflow, which contains large
water abundances (Melnick et al. 2010). The far UV flux that il-
luminates this gas can have values approaching 4 × 104 times
the average interstellar radiation field (Walmsley et al. 2000;
Young Owl et al. 2000). In addition, the central region of the
Orion Nebula has numerous sources of energetic X-ray photons
(Getman et al. 2005; Preibisch et al. 2005), which can contribute
to the surface ionization of this photon-dominated region (PDR).
We estimate that at AV = 1 into the PDR, the ionization rate
ζX ∼ 3 × 10−15 s−12. Under these conditions, water can undergo
photoionization to form H2O+ directly, enhancing the abundance
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2 The surface brightness of the central region (dominated by θ1C) is
estimated to be 3 × 1034 erg s−1 pc−2 (Feigelson et al. 2005). On the
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Detection of new (reactive) molecules

• Complex competition between inelastic and reactive processes

A(nA) + B(nB) AB*   
A(n’A) + B(n’B) 

C(nC) + D(nD)

• No available methods and codes to take into account the reactivity at a state-to-state level

Gupta et al.: OH+ and H2O+ in Orion KL

Fig. 1. Lines of OH+, ortho-H2O+, and H3O+ in Orion KL, com-
pared with those of HF (J = 1 − 0) and para-H182 O. The dashed
vertical red line is at the systemic velocity of 9 km s−1, and the
solid horizontal red lines indicate the continuum level in each
spectrum. Solid green lines indicate the channels over which the
interpolation was done. The HF spectrum, adapted from Phillips
et al (2010), shows a broad absorption (black histogram) after
modeling and removal of contaminating lines of CH3OH and
SO2 (blue histogram). The contaminants in the 971.8 GHz spec-
trum are CH3OH (vt = 0) 26−2−25

−
3 (A) and (vt = 1) 226−225 (E)

at −28 km s−1 and −40 km s−1; that in the 1115.2 GHz spectrum
is SO2 195,15 − 192,18 at −55 km s−1. The 1657.2 GHz spectrum
shows absorption by CH (N = 2 − 1) at 60 km s−1.

and the outflow, the interpolation yielding errors of 20% − 30%.
On the assumptions that the absorption covers the source com-
pletely, and the molecules are in the lower state, the total column
density (N) was then derived using the expression:
∫
τdv (km s−1) =

Aulguλ3

8πgl
N, (1)

where Aul is the spontaneous emission rate, gu and gl are the
upper and lower state degeneracies, and λ is the transition wave-
length.

We estimate column densities of OH+ and H2O+ at 9 km s−1
of 9±3×1012 cm−2 and 7±2×1012 cm−2, and those in the outflow

of 1.9 ± 0.7 × 1013 cm−2 and 1.0± 0.3× 1013 cm−2. The column
densities of OH+ are more than an order of magnitude lower,
and those of H2O+ are 2 − 6 times lower than toward W31C and
W49N (Gerin et al. 2010; Neufeld et al. 2010, this issue). From
the least congested spectra of H3O+ at 984.7 and 1657.2 GHz
(see Table 1), and an assumed excitation temperature of 100 K,
we derive 3σ upper limits of 2.4×1012 cm−2 and 8.7×1012 cm−2
for the column density of ortho and para-H3O+, nearly an order
of magnitude lower than in W31C (Gerin et al. 2010).

The abundance ratios of the three ions in Orion KL can be
compared to the same ratios observed in W31C and W49N. The
OH+/H2O+ ratio is found to be 1.3 ± 0.6 in the source and 1.8 ±
0.8 in the outflow. This ratio is 2 − 15 times lower than that
measured toward W31C and W49N. The lower limit of 1.4 for
the H2O+/H3O+ ratio, however, is nearly 2 times larger than in
W31C.

5. Discussion

The column densities of OH+, H2O+, and H3O+ in Orion KL
differ markedly from those in the diffuse gas toward W31C and
W49N. In contrast with W31C and W49N, OH+ and H2O+ are
significantly more abundant relative to H3O+, for which we are
only able to obtain an upper limit. The absolute column densi-
ties of OH+ and H2O+ are also lower compared with W31C and
W49N. A likely explanation for the low column densities of the
three ions is that they are present in fairly dense material, both in
the quiescent gas and the outflow. Unlike the quiescent gas, the
Orion KL outflow is exposed to a strong ionizing flux from the
foreground HII region; the enhanced ionization flux enhances
the formation of ions, but the resultant large fractional ioniza-
tion leads to a fast and efficient removal of molecular ions by
dissociative recombination with electrons.

The observed velocity profiles of OH+ and H2O+ in
Orion KL support the above conclusion. As Fig. 1 shows, the
OH+ and H2O+ absorption tracks the HF absorption to veloci-
ties of about −45 km s−1. This absorption also seems to follow
closely, to about −80 km s−1, the para-H182 O absorption in the
outflow, suggesting that like HF and para-H182 O, OH

+ and H2O+
probably exist mainly in the low velocity outflow (Phillips et al.
2010). In fact, the molecular outflow accounts for over half of
the observed column density of OH+ and H2O+.

The conditions required to explain our observations may be
more extreme than one might suppose. First, the molecular ions
probably reside in gas of lower density (n ≤ 105 cm−3) than that
necessary to thermally excite the observed transitions—these
have high spontaneous emission rates (> 10−2 s−1; Table 1), and
hence large critical densities (107−109 cm−3) . This is supported
by the observation that OH+ and H2O+ are seen only in absorp-
tion. Second, the temperatures in the outflow gas are probably
high.

We consider two scenarios in which the ions may be formed
in the low velocity outflow. In the first, a large radiation flux im-
pinges directly on the Orion KL outflow, which contains large
water abundances (Melnick et al. 2010). The far UV flux that il-
luminates this gas can have values approaching 4 × 104 times
the average interstellar radiation field (Walmsley et al. 2000;
Young Owl et al. 2000). In addition, the central region of the
Orion Nebula has numerous sources of energetic X-ray photons
(Getman et al. 2005; Preibisch et al. 2005), which can contribute
to the surface ionization of this photon-dominated region (PDR).
We estimate that at AV = 1 into the PDR, the ionization rate

3

OH+, H2O+ and H3O+ towards Orion KL

• New telescopes allow highly resolved observations

• Detection of reactive molecules (H2O+, OH+, CH 
HS...), i.e. rapidly destroyed by H, H2 or e- (Black 
1998)

• Key species for astrochemistry

• Accurate analysis of the spectra is hampered by the
complete lack of collisional data

Development of new methods to provide collisional data for these molecules

Inelastic

Reactive
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Fig. 1. Lines of OH+, ortho-H2O+, and H3O+ in Orion KL, compared
with those of HF (J = 1−0) and para-H18

2 O. The dashed vertical red
line is at the systemic velocity of 9 km s−1, and the solid horizontal red
lines indicate the continuum level in each spectrum. Solid green lines
indicate the channels over which the interpolation was done. The HF
spectrum, adapted from Phillips et al. (2010), shows a broad absorption
(black histogram) after modeling and removal of contaminating lines of
CH3OH and SO2 (blue histogram). The contaminants in the 971.8 GHz
spectrum are CH3OH (vt = 0) 26−2−25−3 (A) and (vt = 1) 226−225 (E)
at −28 km s−1 and −40 km s−1; that in the 1115.2 GHz spectrum is SO2
195,15−192,18 at −55 km s−1. The 1657.2 GHz spectrum shows absorp-
tion by CH (N = 2−1) at 60 km s−1.

completely, and the molecules are in the lower state, the total
column density (N) was then derived using the expression:
∫
τdv (km s−1) =

Aulguλ3

8πgl
N, (1)

where Aul is the spontaneous emission rate, gu and gl are the
upper and lower state degeneracies, and λ is the transition wave-
length.

We estimate column densities of OH+ and H2O+ at 9 km s−1

of 9 ± 3 × 1012 cm−2 and 7 ± 2 × 1012 cm−2, and those in the
outflow of 1.9 ± 0.7 × 1013 cm−2 and 1.0 ± 0.3 × 1013 cm−2.
The column densities of OH+ are more than an order of magni-
tude lower, and those of H2O+ are 2−6 times lower than toward
W31C and W49N (Gerin et al. 2010; Neufeld et al. 2010). From
the least congested spectra of H3O+ at 984.7 and 1657.2 GHz
(see Table 1), and an assumed excitation temperature of 100 K,
we derive 3σ upper limits of 2.4×1012 cm−2 and 8.7×1012 cm−2

for the column density of ortho and para-H3O+, nearly an order
of magnitude lower than in W31C (Gerin et al. 2010).

The abundance ratios of the three ions in Orion KL can be
compared to the same ratios observed in W31C and W49N. The
OH+/H2O+ ratio is found to be 1.3 ± 0.6 in the source and
1.8 ± 0.8 in the outflow. This ratio is 2−15 times lower than
that measured toward W31C and W49N. The lower limit of 1.4
for the H2O+/H3O+ ratio, however, is nearly 2 times larger than
in W31C.

5. Discussion
The column densities of OH+, H2O+, and H3O+ in Orion KL
differ markedly from those in the diffuse gas toward W31C and
W49N. In contrast with W31C and W49N, OH+ and H2O+ are
significantly more abundant relative to H3O+, for which we are
only able to obtain an upper limit. The absolute column densi-
ties of OH+ and H2O+ are also lower compared with W31C and
W49N. A likely explanation for the low column densities of the
three ions is that they are present in fairly dense material, both in
the quiescent gas and the outflow. Unlike the quiescent gas, the
Orion KL outflow is exposed to a strong ionizing flux from the
foreground HII region; the enhanced ionization flux enhances
the formation of ions, but the resultant large fractional ioniza-
tion leads to a fast and efficient removal of molecular ions by
dissociative recombination with electrons.

The observed velocity profiles of OH+ and H2O+ in
Orion KL support the above conclusion. As Fig. 1 shows, the
OH+ and H2O+ absorption tracks the HF absorption to veloci-
ties of about −45 km s−1. This absorption also seems to follow
closely, to about −80 km s−1, the para-H18

2 O absorption in the
outflow, suggesting that like HF and para-H18

2 O, OH+ and H2O+
probably exist mainly in the low velocity outflow (Phillips et al.
2010). In fact, the molecular outflow accounts for over half of
the observed column density of OH+ and H2O+.

The conditions required to explain our observations may be
more extreme than one might suppose. First, the molecular ions
probably reside in gas of lower density (n ≤ 105 cm−3) than that
necessary to thermally excite the observed transitions – these
have high spontaneous emission rates (>10−2 s−1; Table 1), and
hence large critical densities (107−109 cm−3) . This is supported
by the observation that OH+ and H2O+ are seen only in absorp-
tion. Second, the temperatures in the outflow gas are probably
high.

We consider two scenarios in which the ions may be formed
in the low velocity outflow. In the first, a large radiation flux im-
pinges directly on the Orion KL outflow, which contains large
water abundances (Melnick et al. 2010). The far UV flux that il-
luminates this gas can have values approaching 4 × 104 times
the average interstellar radiation field (Walmsley et al. 2000;
Young Owl et al. 2000). In addition, the central region of the
Orion Nebula has numerous sources of energetic X-ray photons
(Getman et al. 2005; Preibisch et al. 2005), which can contribute
to the surface ionization of this photon-dominated region (PDR).
We estimate that at AV = 1 into the PDR, the ionization rate
ζX ∼ 3 × 10−15 s−12. Under these conditions, water can undergo
photoionization to form H2O+ directly, enhancing the abundance
of this species.

2 The surface brightness of the central region (dominated by θ1C) is
estimated to be 3 × 1034 erg s−1 pc−2 (Feigelson et al. 2005). On the
assumption that the molecular cloud lies 0.1 pc from this cluster, the
expressions of Maloney et al. (1996) yield an X-ray ionization rate
of about 2.8× 10−16N−1

22 (where N22 is the hydrogen column density in
units of 1022 cm−2). Thus at AV = 1, ζX ∼ 3 × 10−15 s−1.
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line is at the systemic velocity of 9 km s−1, and the solid horizontal red
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indicate the channels over which the interpolation was done. The HF
spectrum, adapted from Phillips et al. (2010), shows a broad absorption
(black histogram) after modeling and removal of contaminating lines of
CH3OH and SO2 (blue histogram). The contaminants in the 971.8 GHz
spectrum are CH3OH (vt = 0) 26−2−25−3 (A) and (vt = 1) 226−225 (E)
at −28 km s−1 and −40 km s−1; that in the 1115.2 GHz spectrum is SO2
195,15−192,18 at −55 km s−1. The 1657.2 GHz spectrum shows absorp-
tion by CH (N = 2−1) at 60 km s−1.

completely, and the molecules are in the lower state, the total
column density (N) was then derived using the expression:
∫
τdv (km s−1) =

Aulguλ3

8πgl
N, (1)

where Aul is the spontaneous emission rate, gu and gl are the
upper and lower state degeneracies, and λ is the transition wave-
length.

We estimate column densities of OH+ and H2O+ at 9 km s−1

of 9 ± 3 × 1012 cm−2 and 7 ± 2 × 1012 cm−2, and those in the
outflow of 1.9 ± 0.7 × 1013 cm−2 and 1.0 ± 0.3 × 1013 cm−2.
The column densities of OH+ are more than an order of magni-
tude lower, and those of H2O+ are 2−6 times lower than toward
W31C and W49N (Gerin et al. 2010; Neufeld et al. 2010). From
the least congested spectra of H3O+ at 984.7 and 1657.2 GHz
(see Table 1), and an assumed excitation temperature of 100 K,
we derive 3σ upper limits of 2.4×1012 cm−2 and 8.7×1012 cm−2

for the column density of ortho and para-H3O+, nearly an order
of magnitude lower than in W31C (Gerin et al. 2010).

The abundance ratios of the three ions in Orion KL can be
compared to the same ratios observed in W31C and W49N. The
OH+/H2O+ ratio is found to be 1.3 ± 0.6 in the source and
1.8 ± 0.8 in the outflow. This ratio is 2−15 times lower than
that measured toward W31C and W49N. The lower limit of 1.4
for the H2O+/H3O+ ratio, however, is nearly 2 times larger than
in W31C.

5. Discussion
The column densities of OH+, H2O+, and H3O+ in Orion KL
differ markedly from those in the diffuse gas toward W31C and
W49N. In contrast with W31C and W49N, OH+ and H2O+ are
significantly more abundant relative to H3O+, for which we are
only able to obtain an upper limit. The absolute column densi-
ties of OH+ and H2O+ are also lower compared with W31C and
W49N. A likely explanation for the low column densities of the
three ions is that they are present in fairly dense material, both in
the quiescent gas and the outflow. Unlike the quiescent gas, the
Orion KL outflow is exposed to a strong ionizing flux from the
foreground HII region; the enhanced ionization flux enhances
the formation of ions, but the resultant large fractional ioniza-
tion leads to a fast and efficient removal of molecular ions by
dissociative recombination with electrons.

The observed velocity profiles of OH+ and H2O+ in
Orion KL support the above conclusion. As Fig. 1 shows, the
OH+ and H2O+ absorption tracks the HF absorption to veloci-
ties of about −45 km s−1. This absorption also seems to follow
closely, to about −80 km s−1, the para-H18

2 O absorption in the
outflow, suggesting that like HF and para-H18

2 O, OH+ and H2O+
probably exist mainly in the low velocity outflow (Phillips et al.
2010). In fact, the molecular outflow accounts for over half of
the observed column density of OH+ and H2O+.

The conditions required to explain our observations may be
more extreme than one might suppose. First, the molecular ions
probably reside in gas of lower density (n ≤ 105 cm−3) than that
necessary to thermally excite the observed transitions – these
have high spontaneous emission rates (>10−2 s−1; Table 1), and
hence large critical densities (107−109 cm−3) . This is supported
by the observation that OH+ and H2O+ are seen only in absorp-
tion. Second, the temperatures in the outflow gas are probably
high.

We consider two scenarios in which the ions may be formed
in the low velocity outflow. In the first, a large radiation flux im-
pinges directly on the Orion KL outflow, which contains large
water abundances (Melnick et al. 2010). The far UV flux that il-
luminates this gas can have values approaching 4 × 104 times
the average interstellar radiation field (Walmsley et al. 2000;
Young Owl et al. 2000). In addition, the central region of the
Orion Nebula has numerous sources of energetic X-ray photons
(Getman et al. 2005; Preibisch et al. 2005), which can contribute
to the surface ionization of this photon-dominated region (PDR).
We estimate that at AV = 1 into the PDR, the ionization rate
ζX ∼ 3 × 10−15 s−12. Under these conditions, water can undergo
photoionization to form H2O+ directly, enhancing the abundance
of this species.

2 The surface brightness of the central region (dominated by θ1C) is
estimated to be 3 × 1034 erg s−1 pc−2 (Feigelson et al. 2005). On the
assumption that the molecular cloud lies 0.1 pc from this cluster, the
expressions of Maloney et al. (1996) yield an X-ray ionization rate
of about 2.8× 10−16N−1

22 (where N22 is the hydrogen column density in
units of 1022 cm−2). Thus at AV = 1, ζX ∼ 3 × 10−15 s−1.
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Problematic: How can we get such collisional data?

n: quantum state



Towards a method to fully consider the inelastic / reactive competition

• Reduced dimension approaches 
(neglecting the reaction process) 
may be reliable at ISM 
temperatures

• Validity domain (if any) and 
accuracy of these approaches

Schematically, the dynamics of gas-phase reactive collisions are governed by two mechanisms: 
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• Reduced dimension approaches 
(neglecting the reaction process) 
may be reliable at ISM 
temperatures

• Validity domain (if any) and 
accuracy of these approaches

• Reactive channels need a priori 
to be included (especially for 
exothermic reactions)

• Statistical quantum approaches*
can be used to generate accurate 
data for both collisional excitation 
and reactive processes 
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* Formation of a long-lived intermediate complex: statistical distribution of the population of the energy levels 



2 stages :

ab initio calculation of the potential
energy surface between particules Study of the dynamical of the nuclei

Quantum chemistry 
Semi-empirical methods

Quantum Methods (TI et TD)
(Quasi-)Classical methods

Statistical methods

Born-oppenheimer approximation (1927)

Study of molecular systems

Collisional cross sections calculations:
- Close Coupling (CPU time = Channel number3)

Accuracy - Coupled states (Neglect centrifugal distorsion)
- Quasi-Classical Trajectory

- Statistical methods ?



Reduced dimension approaches

Methods:
• Target: rigid rotor (internuclear distance fixed)
• Reactive channels are closed
• Equivalent to pure inelastic scattering
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• Strategy for computing the interaction potential
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Methods:
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Abstraction reaction: 

Questions:
• Validity domain and accuracy
• Strategy for computing the interaction potential

Rigid rotor vs. Reactive calculations

HX(v’, j’) + H’
HX(v, j) + H’   ! H’X(v’, j’) + H

X + H2(v’, j’)

Reactive channels are endo/exothermic

Schematic representation of HCl + H reaction  

Inelastic
Exchange
Reactive

Bian-Werner PES

Influence of the reactive channels ?
(Reactive and exchange channels are 
inhibited by a large barrier)
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Validation of rigid rotor approaches for reactive systems with barrier 



Reduced dimension approaches: Applications 
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Figure 1. Rate coefficients as a function of temperature for de-
excitation transitions between the Λ-doublets of the OH ground
j = 3/2 F1 rotational/fine-structure level. (a) Transitions with
∆F = ∆j, (b) transitions with ∆F != ∆j. Rate coefficients
plotted with solid and dashed lines are for collisions with ortho-
H2(j2 = 1) and para-H2(j2 = 0), respectively. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

3/2 F1 rotational level induced by collisions with para-
H2(j2 = 0) and ortho-H2(j2 = 1). Plotted in panel (a) are
transitions with ∆F = ∆j, while panel (b) displays rate
coefficients with ∆F != ∆j. Comparing the rate coefficients
in the two panels, we see that these display the expected
propensity for ∆F = ∆j transitions (Alexander & Dagdi-
gian 1985).

The rate coefficients for the transitions between the
j = 3/2 F1 Λ-doublet levels are seen to be much larger
for collisions with ortho-H2(j2 = 1) than with para-
H2(j2 = 0). This propensity was previously observed in
cross sections and rate coefficients for transitions between
OH rotational/fine-structure levels (K$los et al. 2017; Schewe
et al. 2015a). The strong anisotropic interaction between
the OH dipole moment and the H2 quadrupole moment is
responsible for the large cross sections involving collisions
with ortho-H2(j2 = 1). By contrast, the H2(j2 = 0) level is
spherical and hence has no quadrupole moment. Hence, the
cross sections and rate coefficients for this collision partner
are much smaller.

We display in Fig. 2 rate coefficients for fine-structure
conserving and fine-structure changing rotational transi-
tions, namely the j = 5/2F1 → 3/2F1 and j = 1/2F2 →
3/2F1 transitions, respectively. The rate coefficients for the
former can be seen to be slightly larger than for the latter. In
general, rate coefficients for collisions with ortho-H2(j2 = 1)
are larger than for collisions with para-H2(j2 = 0), as ex-
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Figure 2. Rate coefficients as a function of temperature for fine-
structure conserving and fine-structure changing de-excitation
transitions to the ground j = 3/2 F1 manifold in collisions with
ortho-H2(j2 = 1) (solid lines) and para-H2(j2 = 0) (dashed
lines). (a) Fine-structure conserving transitions from the j = 5/2
F1 level of + parity, (b) fine-structure conserving transitions from
the j = 5/2 F1 level of − parity, (c) fine-structure changing transi-
tions from the j = 1/2 F2 level of + parity, and (d) fine-structure
changing transitions from the j = 1/2 F2 level of − parity. For
clarity, only the ∆F = ∆j transitions are plotted. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

plained above. However, unlike the case of the rate coeffi-
cients for the Λ-doublet transitions plotted in Fig. 1, this is
not universal. Rate coefficients for ∆F != ∆j are not plotted
since these are much smaller than for ∆F = ∆j transitions.

As noted previously concerning the fine-structure re-
solved cross sections and rates (Schewe et al. 2015a; K$los
et al. 2017) and seen in the data plotted in Figs. 1 and 2,
the hyperfine-resolved rate coefficients display a dependence
upon the parities of both the initial an final levels.

3.2 Comparison with previous results

A widely employed data set of OH–H2 rata coefficients in
radiative transfer calculations is that of Offer et al. (1994).
Figure 3 compares the rate coefficients computed by Offer
et al. (1994) and in the present work for all de-excitation
transitions between the 24 lowest OH(X2Π) hyperfine levels
in collisions with both para-H2(j2 = 0) and ortho-H2(j2 =
1).

There are noticeable differences in the magnitudes of
the rate coefficients from the two sets of calculations, as was
also previously found in the comparison of the fine-structure
resolved rate coefficients (K$los et al. 2017). At low temper-
ature [see Fig. 3(a)], the new rate coefficients are slightly
larger by a factor of 1.5–2, on average. However, the dif-
ferences in the magnitudes of the rate coefficients depends
strongly on the particular transition. For some transitions,
the rate coefficient from Offer et al. (1994) is larger than the
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Figure 1. Rate coefficients as a function of temperature for de-
excitation transitions between the Λ-doublets of the OH ground
j = 3/2 F1 rotational/fine-structure level. (a) Transitions with
∆F = ∆j, (b) transitions with ∆F != ∆j. Rate coefficients
plotted with solid and dashed lines are for collisions with ortho-
H2(j2 = 1) and para-H2(j2 = 0), respectively. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

3/2 F1 rotational level induced by collisions with para-
H2(j2 = 0) and ortho-H2(j2 = 1). Plotted in panel (a) are
transitions with ∆F = ∆j, while panel (b) displays rate
coefficients with ∆F != ∆j. Comparing the rate coefficients
in the two panels, we see that these display the expected
propensity for ∆F = ∆j transitions (Alexander & Dagdi-
gian 1985).

The rate coefficients for the transitions between the
j = 3/2 F1 Λ-doublet levels are seen to be much larger
for collisions with ortho-H2(j2 = 1) than with para-
H2(j2 = 0). This propensity was previously observed in
cross sections and rate coefficients for transitions between
OH rotational/fine-structure levels (K$los et al. 2017; Schewe
et al. 2015a). The strong anisotropic interaction between
the OH dipole moment and the H2 quadrupole moment is
responsible for the large cross sections involving collisions
with ortho-H2(j2 = 1). By contrast, the H2(j2 = 0) level is
spherical and hence has no quadrupole moment. Hence, the
cross sections and rate coefficients for this collision partner
are much smaller.

We display in Fig. 2 rate coefficients for fine-structure
conserving and fine-structure changing rotational transi-
tions, namely the j = 5/2F1 → 3/2F1 and j = 1/2F2 →
3/2F1 transitions, respectively. The rate coefficients for the
former can be seen to be slightly larger than for the latter. In
general, rate coefficients for collisions with ortho-H2(j2 = 1)
are larger than for collisions with para-H2(j2 = 0), as ex-
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Figure 2. Rate coefficients as a function of temperature for fine-
structure conserving and fine-structure changing de-excitation
transitions to the ground j = 3/2 F1 manifold in collisions with
ortho-H2(j2 = 1) (solid lines) and para-H2(j2 = 0) (dashed
lines). (a) Fine-structure conserving transitions from the j = 5/2
F1 level of + parity, (b) fine-structure conserving transitions from
the j = 5/2 F1 level of − parity, (c) fine-structure changing transi-
tions from the j = 1/2 F2 level of + parity, and (d) fine-structure
changing transitions from the j = 1/2 F2 level of − parity. For
clarity, only the ∆F = ∆j transitions are plotted. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

plained above. However, unlike the case of the rate coeffi-
cients for the Λ-doublet transitions plotted in Fig. 1, this is
not universal. Rate coefficients for ∆F != ∆j are not plotted
since these are much smaller than for ∆F = ∆j transitions.

As noted previously concerning the fine-structure re-
solved cross sections and rates (Schewe et al. 2015a; K$los
et al. 2017) and seen in the data plotted in Figs. 1 and 2,
the hyperfine-resolved rate coefficients display a dependence
upon the parities of both the initial an final levels.

3.2 Comparison with previous results

A widely employed data set of OH–H2 rata coefficients in
radiative transfer calculations is that of Offer et al. (1994).
Figure 3 compares the rate coefficients computed by Offer
et al. (1994) and in the present work for all de-excitation
transitions between the 24 lowest OH(X2Π) hyperfine levels
in collisions with both para-H2(j2 = 0) and ortho-H2(j2 =
1).

There are noticeable differences in the magnitudes of
the rate coefficients from the two sets of calculations, as was
also previously found in the comparison of the fine-structure
resolved rate coefficients (K$los et al. 2017). At low temper-
ature [see Fig. 3(a)], the new rate coefficients are slightly
larger by a factor of 1.5–2, on average. However, the dif-
ferences in the magnitudes of the rate coefficients depends
strongly on the particular transition. For some transitions,
the rate coefficient from Offer et al. (1994) is larger than the
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Figure 1. Rate coefficients as a function of temperature for de-
excitation transitions between the Λ-doublets of the OH ground
j = 3/2 F1 rotational/fine-structure level. (a) Transitions with
∆F = ∆j, (b) transitions with ∆F != ∆j. Rate coefficients
plotted with solid and dashed lines are for collisions with ortho-
H2(j2 = 1) and para-H2(j2 = 0), respectively. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

3/2 F1 rotational level induced by collisions with para-
H2(j2 = 0) and ortho-H2(j2 = 1). Plotted in panel (a) are
transitions with ∆F = ∆j, while panel (b) displays rate
coefficients with ∆F != ∆j. Comparing the rate coefficients
in the two panels, we see that these display the expected
propensity for ∆F = ∆j transitions (Alexander & Dagdi-
gian 1985).

The rate coefficients for the transitions between the
j = 3/2 F1 Λ-doublet levels are seen to be much larger
for collisions with ortho-H2(j2 = 1) than with para-
H2(j2 = 0). This propensity was previously observed in
cross sections and rate coefficients for transitions between
OH rotational/fine-structure levels (K$los et al. 2017; Schewe
et al. 2015a). The strong anisotropic interaction between
the OH dipole moment and the H2 quadrupole moment is
responsible for the large cross sections involving collisions
with ortho-H2(j2 = 1). By contrast, the H2(j2 = 0) level is
spherical and hence has no quadrupole moment. Hence, the
cross sections and rate coefficients for this collision partner
are much smaller.

We display in Fig. 2 rate coefficients for fine-structure
conserving and fine-structure changing rotational transi-
tions, namely the j = 5/2F1 → 3/2F1 and j = 1/2F2 →
3/2F1 transitions, respectively. The rate coefficients for the
former can be seen to be slightly larger than for the latter. In
general, rate coefficients for collisions with ortho-H2(j2 = 1)
are larger than for collisions with para-H2(j2 = 0), as ex-
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Figure 2. Rate coefficients as a function of temperature for fine-
structure conserving and fine-structure changing de-excitation
transitions to the ground j = 3/2 F1 manifold in collisions with
ortho-H2(j2 = 1) (solid lines) and para-H2(j2 = 0) (dashed
lines). (a) Fine-structure conserving transitions from the j = 5/2
F1 level of + parity, (b) fine-structure conserving transitions from
the j = 5/2 F1 level of − parity, (c) fine-structure changing transi-
tions from the j = 1/2 F2 level of + parity, and (d) fine-structure
changing transitions from the j = 1/2 F2 level of − parity. For
clarity, only the ∆F = ∆j transitions are plotted. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

plained above. However, unlike the case of the rate coeffi-
cients for the Λ-doublet transitions plotted in Fig. 1, this is
not universal. Rate coefficients for ∆F != ∆j are not plotted
since these are much smaller than for ∆F = ∆j transitions.

As noted previously concerning the fine-structure re-
solved cross sections and rates (Schewe et al. 2015a; K$los
et al. 2017) and seen in the data plotted in Figs. 1 and 2,
the hyperfine-resolved rate coefficients display a dependence
upon the parities of both the initial an final levels.

3.2 Comparison with previous results

A widely employed data set of OH–H2 rata coefficients in
radiative transfer calculations is that of Offer et al. (1994).
Figure 3 compares the rate coefficients computed by Offer
et al. (1994) and in the present work for all de-excitation
transitions between the 24 lowest OH(X2Π) hyperfine levels
in collisions with both para-H2(j2 = 0) and ortho-H2(j2 =
1).

There are noticeable differences in the magnitudes of
the rate coefficients from the two sets of calculations, as was
also previously found in the comparison of the fine-structure
resolved rate coefficients (K$los et al. 2017). At low temper-
ature [see Fig. 3(a)], the new rate coefficients are slightly
larger by a factor of 1.5–2, on average. However, the dif-
ferences in the magnitudes of the rate coefficients depends
strongly on the particular transition. For some transitions,
the rate coefficient from Offer et al. (1994) is larger than the
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Figure 3. Rotational de-excitation cross sections for the low-frequency
(< 1000 GHz) transitions in >�H3O+ and ?�H3O+ collisions with ?�H2.

calculations in order to adequately compute the corresponding rate
coe�cients.

3.2 Kinetic rate coe�cients

Once the state-to-state cross sections were calculated we computed
the corresponding rate coe�cients for the H3O+ – H2 collision (see
subsection 2.2 for details). In Fig. 4 the rate coe�cients for the
>�H3O+� ?-H2 collision are compared with the available data from
the literature for the same transitions as it is presented in Fig. 1. The
large di�erence between our results and the collisional rates of both El
Hanini et al. (2019) and Bouhafs et al. (2017) is even more visible in
this plot in the whole temperature range (i.e. up to )kin = 100 K). We
found a smaller deviation from the literature data for the 3+3 ! 1+0
transition (within an order of magnitude) compared to the others
(within 2 orders of magnitude). In general the relative di�erence
between the corresponding RCs is smaller, when the absolute value
of the rates is higher. It is worth noting also that there is no direct
scaling (i.e. linear dependence) observed between the rate coe�cients
compared in Fig. 4 with respect to kinetic temperature change, so the
new calculations are obviously needed to adequately describe the
rotational excitation processes in >�H3O+� ?-H2 collision.

As one can expect after analyzing the cross sections in Fig. 2, the
relative di�erence between the RCs for ?�H3O+� ?-H2 collision
is less compared with the corresponding data for ?�NH3� ?-H2
(Bouhafs et al. 2017) and ?�H3O+� He (El Hanini et al. 2019)
collisions. Fig. 5 shows the temperature dependence of the ?�H3O+�
?-H2 collisional rates for some selected transitions, compared with
the previously published data. It is worth to mention however that
we selected di�erent states from those of used in Fig. 2, because of
the lack of collisional data in the literature for those transitions. The
magnitude of deviation does not depend clearly on the absolute values
of the rates, however it is very small (only about 20%) in the case of
the 3�2 ! 2�2 transition, which is the lowest by the rates amplitude.
While our results show a rather strong correlation for the 3�2 ! 2�2
and 2�1 ! 1�1 transitions, this is not the case with the literature data.
However the rates for the 3+2 ! 2�2 transition in the work of Bouhafs
et al. (2017) show a strong correlation with those of for the 2�1 ! 1�1
transition, but our results indicate significant di�erences (about 30%)
between these transitions. The 1�1 ! 2+1 transition is characterized

Figure 4. Kinetic temperature dependence of the rate coe�cients for some
selected rotational transitions in collision of >�H3O+ with ?�H2. Our results
(solid lines) are compared with the corresponding data of Bouhafs et al. (2017)
(>�NH3 – ?�H2, dashed lines) and El Hanini et al. (2019) (>�H3O+ – He,
squares with line). Identical colours indicate identical transitions.

Figure 5. Kinetic temperature dependence of the rate coe�cients for some
selected rotational transitions in collision of ?�H3O+ with ?�H2. Our results
(solid lines) are compared with the corresponding data of Ma et al. (2015)
(?�NH3 – ?�H2, dashed lines) and El Hanini et al. (2019) (?�H3O+ – He,
squares with line). Identical colours indicate identical transitions.

with the largest rate coe�cients, but unfortunately it is not studied in
the cited works.

Fig. 6 compares the de-excitation rates for the same low-frequency
transitions, which were studied in Fig. 3. Both the >�H3O+ and
?�H3O+ nuclear spin isomers were considered again. One can see
that the absolute di�erence between the rates varies from some per-
cents up to a factor of 3. It is worth to mention again that the de-
pendence of the rate coe�cients on the temperature is not uniform,
which is especially significant at lower )kin. Above 60 K the rates
decrease rather monotonically, and a constant scaling factor between
them could be easily derived for this temperature region.

After analyzing all the state-to-state rate coe�cients once some
important conclusion could be drawn. In general the temperature de-
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Figure 6. Kinetic temperature dependence of the rate coe�cients for the low-
frequency (< 1000 GHz) transitions in both >�H3O+ and ?�H3O+ collisions
with ?�H2.

pendence is not strong: in the 0 to 100 K interval they vary only from
several percents up to a factor of 2. Above 40-50 K all the rates are
monotonically decreasing with temperature, which allows an e�ec-
tive and precise extrapolation towards higher kinetic temperatures.

In order to demonstrate the importance of new rates in the poten-
tial astrophysical applications, first we compare our results with the
most recent RCs listed in the LAMDA database (Schöier et al. 2005).
Currently these rates are used for the radiative transfer modelling,
which involves hydronium. The state-to-state ratios of the collisional
rates both for >�H3O+ and ?�H3O+ are shown in Fig. 7 at 100 K
kinetic temperature. As one can see the rate coe�cients do not corre-
late well, i.e. no linear scaling from the data of LAMDA database to
our new rates can be found. In general the :/: ratio varies between
the factors of 0.25 and 4 (except of some >�H3O+-transitions) and
there is no significant di�erence can be found for >AC⌘> and ?0A0 nu-
clear symmetries. For most of the transition the following tendency
is valid: as the magnitude of the rates is increasing their relative ratio
is decreasing. This means that in comparison with the data from the
literature our rates are higher for the low-magnitude transitions (up
to about 2 ⇥ 10�10 cm3/s), while for higher rates they are lower. We
would like to emphasise again that due to this non-linearity the new
collisional rates are important for adequate modelling of hydronium
in astrophysical media.

The corresponding ratios for the low-frequency transitions (high-
lighted with alternative colours) are indicated at 50 K as well. While
the the LAMDA database currently contains only collisional data at
100 K, it is important to provide temperature-dependent rates as well,
since the rates can vary (decrease) with increasing )kin.

3.3 Excitation of H3O+ in low-temperature interstellar regions

TO BE WRITTEN!!!
...

Figure 7. State-to-state ratios of our recent thermal rate coe�cients and the
corresponding data listed in the LAMDA database (Schöier et al. 2005).
Collisional rates both for >�H3O+ and ?�H3O+ are considered at 100 K
kinetic temperature.

4 CONCLUSIONS

The last numbered section should briefly summarise what has been
done, and describe the final conclusions which the authors draw from
their work.
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Figure 1. Rate coefficients as a function of temperature for de-
excitation transitions between the Λ-doublets of the OH ground
j = 3/2 F1 rotational/fine-structure level. (a) Transitions with
∆F = ∆j, (b) transitions with ∆F != ∆j. Rate coefficients
plotted with solid and dashed lines are for collisions with ortho-
H2(j2 = 1) and para-H2(j2 = 0), respectively. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

3/2 F1 rotational level induced by collisions with para-
H2(j2 = 0) and ortho-H2(j2 = 1). Plotted in panel (a) are
transitions with ∆F = ∆j, while panel (b) displays rate
coefficients with ∆F != ∆j. Comparing the rate coefficients
in the two panels, we see that these display the expected
propensity for ∆F = ∆j transitions (Alexander & Dagdi-
gian 1985).

The rate coefficients for the transitions between the
j = 3/2 F1 Λ-doublet levels are seen to be much larger
for collisions with ortho-H2(j2 = 1) than with para-
H2(j2 = 0). This propensity was previously observed in
cross sections and rate coefficients for transitions between
OH rotational/fine-structure levels (K$los et al. 2017; Schewe
et al. 2015a). The strong anisotropic interaction between
the OH dipole moment and the H2 quadrupole moment is
responsible for the large cross sections involving collisions
with ortho-H2(j2 = 1). By contrast, the H2(j2 = 0) level is
spherical and hence has no quadrupole moment. Hence, the
cross sections and rate coefficients for this collision partner
are much smaller.

We display in Fig. 2 rate coefficients for fine-structure
conserving and fine-structure changing rotational transi-
tions, namely the j = 5/2F1 → 3/2F1 and j = 1/2F2 →
3/2F1 transitions, respectively. The rate coefficients for the
former can be seen to be slightly larger than for the latter. In
general, rate coefficients for collisions with ortho-H2(j2 = 1)
are larger than for collisions with para-H2(j2 = 0), as ex-
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Figure 2. Rate coefficients as a function of temperature for fine-
structure conserving and fine-structure changing de-excitation
transitions to the ground j = 3/2 F1 manifold in collisions with
ortho-H2(j2 = 1) (solid lines) and para-H2(j2 = 0) (dashed
lines). (a) Fine-structure conserving transitions from the j = 5/2
F1 level of + parity, (b) fine-structure conserving transitions from
the j = 5/2 F1 level of − parity, (c) fine-structure changing transi-
tions from the j = 1/2 F2 level of + parity, and (d) fine-structure
changing transitions from the j = 1/2 F2 level of − parity. For
clarity, only the ∆F = ∆j transitions are plotted. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

plained above. However, unlike the case of the rate coeffi-
cients for the Λ-doublet transitions plotted in Fig. 1, this is
not universal. Rate coefficients for ∆F != ∆j are not plotted
since these are much smaller than for ∆F = ∆j transitions.

As noted previously concerning the fine-structure re-
solved cross sections and rates (Schewe et al. 2015a; K$los
et al. 2017) and seen in the data plotted in Figs. 1 and 2,
the hyperfine-resolved rate coefficients display a dependence
upon the parities of both the initial an final levels.

3.2 Comparison with previous results

A widely employed data set of OH–H2 rata coefficients in
radiative transfer calculations is that of Offer et al. (1994).
Figure 3 compares the rate coefficients computed by Offer
et al. (1994) and in the present work for all de-excitation
transitions between the 24 lowest OH(X2Π) hyperfine levels
in collisions with both para-H2(j2 = 0) and ortho-H2(j2 =
1).

There are noticeable differences in the magnitudes of
the rate coefficients from the two sets of calculations, as was
also previously found in the comparison of the fine-structure
resolved rate coefficients (K$los et al. 2017). At low temper-
ature [see Fig. 3(a)], the new rate coefficients are slightly
larger by a factor of 1.5–2, on average. However, the dif-
ferences in the magnitudes of the rate coefficients depends
strongly on the particular transition. For some transitions,
the rate coefficient from Offer et al. (1994) is larger than the
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Figure 1. Rate coefficients as a function of temperature for de-
excitation transitions between the Λ-doublets of the OH ground
j = 3/2 F1 rotational/fine-structure level. (a) Transitions with
∆F = ∆j, (b) transitions with ∆F != ∆j. Rate coefficients
plotted with solid and dashed lines are for collisions with ortho-
H2(j2 = 1) and para-H2(j2 = 0), respectively. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

3/2 F1 rotational level induced by collisions with para-
H2(j2 = 0) and ortho-H2(j2 = 1). Plotted in panel (a) are
transitions with ∆F = ∆j, while panel (b) displays rate
coefficients with ∆F != ∆j. Comparing the rate coefficients
in the two panels, we see that these display the expected
propensity for ∆F = ∆j transitions (Alexander & Dagdi-
gian 1985).

The rate coefficients for the transitions between the
j = 3/2 F1 Λ-doublet levels are seen to be much larger
for collisions with ortho-H2(j2 = 1) than with para-
H2(j2 = 0). This propensity was previously observed in
cross sections and rate coefficients for transitions between
OH rotational/fine-structure levels (K$los et al. 2017; Schewe
et al. 2015a). The strong anisotropic interaction between
the OH dipole moment and the H2 quadrupole moment is
responsible for the large cross sections involving collisions
with ortho-H2(j2 = 1). By contrast, the H2(j2 = 0) level is
spherical and hence has no quadrupole moment. Hence, the
cross sections and rate coefficients for this collision partner
are much smaller.

We display in Fig. 2 rate coefficients for fine-structure
conserving and fine-structure changing rotational transi-
tions, namely the j = 5/2F1 → 3/2F1 and j = 1/2F2 →
3/2F1 transitions, respectively. The rate coefficients for the
former can be seen to be slightly larger than for the latter. In
general, rate coefficients for collisions with ortho-H2(j2 = 1)
are larger than for collisions with para-H2(j2 = 0), as ex-
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structure conserving and fine-structure changing de-excitation
transitions to the ground j = 3/2 F1 manifold in collisions with
ortho-H2(j2 = 1) (solid lines) and para-H2(j2 = 0) (dashed
lines). (a) Fine-structure conserving transitions from the j = 5/2
F1 level of + parity, (b) fine-structure conserving transitions from
the j = 5/2 F1 level of − parity, (c) fine-structure changing transi-
tions from the j = 1/2 F2 level of + parity, and (d) fine-structure
changing transitions from the j = 1/2 F2 level of − parity. For
clarity, only the ∆F = ∆j transitions are plotted. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

plained above. However, unlike the case of the rate coeffi-
cients for the Λ-doublet transitions plotted in Fig. 1, this is
not universal. Rate coefficients for ∆F != ∆j are not plotted
since these are much smaller than for ∆F = ∆j transitions.

As noted previously concerning the fine-structure re-
solved cross sections and rates (Schewe et al. 2015a; K$los
et al. 2017) and seen in the data plotted in Figs. 1 and 2,
the hyperfine-resolved rate coefficients display a dependence
upon the parities of both the initial an final levels.

3.2 Comparison with previous results

A widely employed data set of OH–H2 rata coefficients in
radiative transfer calculations is that of Offer et al. (1994).
Figure 3 compares the rate coefficients computed by Offer
et al. (1994) and in the present work for all de-excitation
transitions between the 24 lowest OH(X2Π) hyperfine levels
in collisions with both para-H2(j2 = 0) and ortho-H2(j2 =
1).

There are noticeable differences in the magnitudes of
the rate coefficients from the two sets of calculations, as was
also previously found in the comparison of the fine-structure
resolved rate coefficients (K$los et al. 2017). At low temper-
ature [see Fig. 3(a)], the new rate coefficients are slightly
larger by a factor of 1.5–2, on average. However, the dif-
ferences in the magnitudes of the rate coefficients depends
strongly on the particular transition. For some transitions,
the rate coefficient from Offer et al. (1994) is larger than the
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3/2 F1 rotational level induced by collisions with para-
H2(j2 = 0) and ortho-H2(j2 = 1). Plotted in panel (a) are
transitions with ∆F = ∆j, while panel (b) displays rate
coefficients with ∆F != ∆j. Comparing the rate coefficients
in the two panels, we see that these display the expected
propensity for ∆F = ∆j transitions (Alexander & Dagdi-
gian 1985).

The rate coefficients for the transitions between the
j = 3/2 F1 Λ-doublet levels are seen to be much larger
for collisions with ortho-H2(j2 = 1) than with para-
H2(j2 = 0). This propensity was previously observed in
cross sections and rate coefficients for transitions between
OH rotational/fine-structure levels (K$los et al. 2017; Schewe
et al. 2015a). The strong anisotropic interaction between
the OH dipole moment and the H2 quadrupole moment is
responsible for the large cross sections involving collisions
with ortho-H2(j2 = 1). By contrast, the H2(j2 = 0) level is
spherical and hence has no quadrupole moment. Hence, the
cross sections and rate coefficients for this collision partner
are much smaller.

We display in Fig. 2 rate coefficients for fine-structure
conserving and fine-structure changing rotational transi-
tions, namely the j = 5/2F1 → 3/2F1 and j = 1/2F2 →
3/2F1 transitions, respectively. The rate coefficients for the
former can be seen to be slightly larger than for the latter. In
general, rate coefficients for collisions with ortho-H2(j2 = 1)
are larger than for collisions with para-H2(j2 = 0), as ex-
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Figure 2. Rate coefficients as a function of temperature for fine-
structure conserving and fine-structure changing de-excitation
transitions to the ground j = 3/2 F1 manifold in collisions with
ortho-H2(j2 = 1) (solid lines) and para-H2(j2 = 0) (dashed
lines). (a) Fine-structure conserving transitions from the j = 5/2
F1 level of + parity, (b) fine-structure conserving transitions from
the j = 5/2 F1 level of − parity, (c) fine-structure changing transi-
tions from the j = 1/2 F2 level of + parity, and (d) fine-structure
changing transitions from the j = 1/2 F2 level of − parity. For
clarity, only the ∆F = ∆j transitions are plotted. The levels are
labeled by the total angular momentum F and the parity p for
transitions involving collisions with ortho-H2(j2 = 1); a similar
color coding applies to transitions involving collisions with para-
H2(j2 = 0).

plained above. However, unlike the case of the rate coeffi-
cients for the Λ-doublet transitions plotted in Fig. 1, this is
not universal. Rate coefficients for ∆F != ∆j are not plotted
since these are much smaller than for ∆F = ∆j transitions.

As noted previously concerning the fine-structure re-
solved cross sections and rates (Schewe et al. 2015a; K$los
et al. 2017) and seen in the data plotted in Figs. 1 and 2,
the hyperfine-resolved rate coefficients display a dependence
upon the parities of both the initial an final levels.

3.2 Comparison with previous results

A widely employed data set of OH–H2 rata coefficients in
radiative transfer calculations is that of Offer et al. (1994).
Figure 3 compares the rate coefficients computed by Offer
et al. (1994) and in the present work for all de-excitation
transitions between the 24 lowest OH(X2Π) hyperfine levels
in collisions with both para-H2(j2 = 0) and ortho-H2(j2 =
1).

There are noticeable differences in the magnitudes of
the rate coefficients from the two sets of calculations, as was
also previously found in the comparison of the fine-structure
resolved rate coefficients (K$los et al. 2017). At low temper-
ature [see Fig. 3(a)], the new rate coefficients are slightly
larger by a factor of 1.5–2, on average. However, the dif-
ferences in the magnitudes of the rate coefficients depends
strongly on the particular transition. For some transitions,
the rate coefficient from Offer et al. (1994) is larger than the
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FIG. 6. Rotational excitation rate coefficients of HeH+ in collision with H from
HeH+( j = 0) to HeH+( j′) as a function of j′ at 150 K, 350 K, and 500 K.

H from HeH+(j = 0) to HeH+(j′) as a function of j′ at 150 K, 350 K,
and 500 K.

The dominant transitions are those with �j = 1 which can be
attributed to the strong odd anisotropy of the HeH+–H PES with
respect to the H approach as already described for diatomic hydride,
cations, and neutrals, in collision with atomic hydrogen.12,13,19–23

For a given �j, transitions for which the initial rotational level
is lower are those having larger rate coefficients as can be seen in
Fig. 5, where the rate coefficients for the j = 0 → 1 and j = 0 → 2
transitions are the largest in magnitude. This behavior is explained
by the increase in the energy threshold for the collisional excitation
with the increase in the initial rotational level.

IV. DISCUSSION AND CONCLUSIONS
In this work, we have presented exact quantum time-

independent calculations of the collisional cross sections and rate
coefficients for the excitation of HeH+ in collision with H. In those
calculations, the inelastic, exchange, and reactive processes were
taken into account. Cross sections were computed for collisional
energies of up to 10 000 cm−1, allowing for the determination of rate
coefficients for temperatures of up to 500 K for the first ten rota-
tional levels of the HeH+ molecule. Those rate coefficients are given
in a tabular form in the supplementary material.

As mentioned in the Introduction, the rotational excitation of
HeH+ byHwas recently studied by Kulinich et al.10 Scattering calcu-
lations were carried out using an approximate rigid-rotor approach,
neglecting the reactive channels. In Fig. 7, a comparison between the
results obtained in this work and those obtained by Kulinich et al.10
is presented for the j = 0→ j′ = 1 rotational transition.

As can be seen, large differences between present reactive cal-
culations and the rigid-rotor approach from Kulinich et al.10 are
observed. At temperatures below 30 K, discrepancies of more than
one order of magnitude are found for j = 0→ j′ = 1 and for the others
transitions not shown here. Such an overestimation of the rate coeffi-
cients can be attributed to both the different PES used and the meth-
ods employed to treat the collision. In order to estimate the impact

FIG. 7. Comparison between rate coefficients for the rotational excitation of HeH+

( j = 0 → j′ = 1) induced by collisions with H. The solid line represents results
obtained considering the reactive channels, the dotted line represents results from
Kulinich et al.,10 and the dashed line represents rigid-rotor calculations on the
same PES as used in this work.

of using the approximate rigid-rotor approach for this system, we
performed scattering calculations using theMOLSCAT non-reactive
scattering code from Ref. 24 using the PES of Ramachandran et al.14
as for the full reactive scattering calculations. Results from our rigid-
rotor calculations are also presented in Fig. 7. As can be seen, the
rigid-rotor results from the work of Ramachandran et al.14 PES over-
estimate the rate coefficient obtained using the reactive approach.
Such an overestimation can certainly be explained by the dominant
reactive channels that were not included. However, the differences
are lower than a factor of 2–3 within the temperature range con-
sidered, whereas the data of Kulinich et al.10 differ by more than
one order of magnitude at low temperatures as discussed above.
Hence, the large differences between the present results and those of
Kulinich et al.10 can mainly be attributed to the PES used. Kulinich
et al.10 derived a pure analytical PES for the HeH+–H interaction
that differs from the one of Ramachandran et al.14 Indeed, the PES
of Kulinich et al.10 overestimates the anisotropy of the interaction
compared to that of Ramachandran et al.,14 leading to large exci-
tation rate coefficients. Such differences originate from the crude
approximation used to estimate the interaction energies at short
intermolecular distances.

Consequently, we recommend using our new set of data in any
astrophysical model of HeH+ excitation.

In astrophysical media where HeH+ is found, electronic colli-
sions are also supposed to play a significant role for the excitation
of HeH+. Hamilton, Faure, and Tennyson25 recently provided an
electron-impact study for the excitation of HeH+, and it is interest-
ing to compare the efficiency of H and electron collisional partners.
In Fig. 8, we compare rate coefficients for the rotational excitation of
HeH+(j = 0→ j′ = 1) and HeH+(j = 1→ j′ = 2) induced by electron-
impact25 and H computed in this work. As one can see, rate coeffi-
cients for the collisional excitation of HeH+ by electrons are approx-
imately four orders of magnitude higher than that of the collisional
excitation by H. Such differences suggest that in astrophysical envi-
ronments where the electron-density is low (n(e) ≤ 10−4), collisions
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The dominant transitions are those with �j = 1 which can be
attributed to the strong odd anisotropy of the HeH+–H PES with
respect to the H approach as already described for diatomic hydride,
cations, and neutrals, in collision with atomic hydrogen.12,13,19–23

For a given �j, transitions for which the initial rotational level
is lower are those having larger rate coefficients as can be seen in
Fig. 5, where the rate coefficients for the j = 0 → 1 and j = 0 → 2
transitions are the largest in magnitude. This behavior is explained
by the increase in the energy threshold for the collisional excitation
with the increase in the initial rotational level.

IV. DISCUSSION AND CONCLUSIONS
In this work, we have presented exact quantum time-

independent calculations of the collisional cross sections and rate
coefficients for the excitation of HeH+ in collision with H. In those
calculations, the inelastic, exchange, and reactive processes were
taken into account. Cross sections were computed for collisional
energies of up to 10 000 cm−1, allowing for the determination of rate
coefficients for temperatures of up to 500 K for the first ten rota-
tional levels of the HeH+ molecule. Those rate coefficients are given
in a tabular form in the supplementary material.

As mentioned in the Introduction, the rotational excitation of
HeH+ byHwas recently studied by Kulinich et al.10 Scattering calcu-
lations were carried out using an approximate rigid-rotor approach,
neglecting the reactive channels. In Fig. 7, a comparison between the
results obtained in this work and those obtained by Kulinich et al.10
is presented for the j = 0→ j′ = 1 rotational transition.

As can be seen, large differences between present reactive cal-
culations and the rigid-rotor approach from Kulinich et al.10 are
observed. At temperatures below 30 K, discrepancies of more than
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of using the approximate rigid-rotor approach for this system, we
performed scattering calculations using theMOLSCAT non-reactive
scattering code from Ref. 24 using the PES of Ramachandran et al.14
as for the full reactive scattering calculations. Results from our rigid-
rotor calculations are also presented in Fig. 7. As can be seen, the
rigid-rotor results from the work of Ramachandran et al.14 PES over-
estimate the rate coefficient obtained using the reactive approach.
Such an overestimation can certainly be explained by the dominant
reactive channels that were not included. However, the differences
are lower than a factor of 2–3 within the temperature range con-
sidered, whereas the data of Kulinich et al.10 differ by more than
one order of magnitude at low temperatures as discussed above.
Hence, the large differences between the present results and those of
Kulinich et al.10 can mainly be attributed to the PES used. Kulinich
et al.10 derived a pure analytical PES for the HeH+–H interaction
that differs from the one of Ramachandran et al.14 Indeed, the PES
of Kulinich et al.10 overestimates the anisotropy of the interaction
compared to that of Ramachandran et al.,14 leading to large exci-
tation rate coefficients. Such differences originate from the crude
approximation used to estimate the interaction energies at short
intermolecular distances.

Consequently, we recommend using our new set of data in any
astrophysical model of HeH+ excitation.

In astrophysical media where HeH+ is found, electronic colli-
sions are also supposed to play a significant role for the excitation
of HeH+. Hamilton, Faure, and Tennyson25 recently provided an
electron-impact study for the excitation of HeH+, and it is interest-
ing to compare the efficiency of H and electron collisional partners.
In Fig. 8, we compare rate coefficients for the rotational excitation of
HeH+(j = 0→ j′ = 1) and HeH+(j = 1→ j′ = 2) induced by electron-
impact25 and H computed in this work. As one can see, rate coeffi-
cients for the collisional excitation of HeH+ by electrons are approx-
imately four orders of magnitude higher than that of the collisional
excitation by H. Such differences suggest that in astrophysical envi-
ronments where the electron-density is low (n(e) ≤ 10−4), collisions
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Statistical approach - Adiabatic channels (adiabats) obtained by diagonalizing the Hamiltonian
excluding the nuclear kinetic term for each J:

Statistical adiabatic channels model (SACM; Quack & Troe 1974, Loreau et al. 2018)
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Example: OH+ + H

Although the basic hypotheses of statistical theories are similar,
the different models introduce various dynamical constraints.
Recent examples include the treatment of the reactive collision
H H3 2++ by Park & Light (2007), later extended by Gómez-
Carrasco et al. (2012), or the study of rotationally inelastic
collisions of CH with H2 (Dagdigian 2016) and H (Dagdigian
2017) using the quantum statistical method of Rackham
et al. (2001). Here, we employ a simpler approach inspired
by the statistical adiabatic channel theory of Quack & Troe
(1974, 1975). The method is checked against full quantum
time-independent calculations for a series of benchmark
systems, including ionic and neutral targets, and for a large
range of temperatures. In Section 2, we describe the statistical
approach and the determination of collisional rate coefficients.
In Section 3, we compare the results obtained with this method
to exact quantum calculations. A discussion on the possible use
of our model concludes this Letter.

2. Theoretical Methods

The CC method is based on an expansion of the total
wavefunction Ψ into an angular basis set añ{∣ }:

R R , 11å a cY = ñ
a

a
- ∣ ( ) ( )

where Rca ( ) are radial functions describing the nuclear motion
and the form of the angular functions depend on the type of
collision (Flower 2007). Integrating the Schrödinger equation
over the angular variables leads to the set of coupled
differential radial equations,
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to be solved for a given collision energy E and for each value of
the total angular momentum J. In this equation, Hint is the
Hamiltonian describing the internal ro-vibrational motion of
the molecule(s), V denotes the potential energy surface of the
system, and L is the angular momentum describing the relative
motion of the two colliding partners. The total angular momentum
J j j L1 2= + + , where j1 and j2 are the angular momenta of
the colliding molecules ( j 02 = for atom–molecule collisions),
can be used to conveniently reformulate the coupled equations.
The total angular momentum is conserved during a collision, and
the coupled equations become block-diagonal in J. Solving these
equations with appropriate boundary conditions gives access to
the collision matrix S E J,( ) and the inelastic cross sections are
obtained by summing the contributions of all values of J until
convergence is reached.

In our approach, we diagonalize the Hamiltonian excluding
the nuclear kinetic term (i.e., only the second term of
Equation (2)) for each value of J, which results in a set of
adiabatic curves. It is important to note that the present
approach requires an accurate ab initio potential energy surface
for the collisional complex. Each adiabatic curve can be
associated asymptotically with an internal state of the colliding
molecules, and the number of adiabatic curves is determined by
the values that the quantum number L can take according to the
standard angular momentum coupling rules. Examples of

adiabatic channels are represented in Figure 1. The basic
assumption is that if the kinetic energy is larger than the
centrifugal barrier in the entrance channel, an intermediate
molecular complex can be formed and an inelastic collision can
take place. The probability of inelastic transition is determined
solely by the number N E J,( ) of open exit channels based on
an analysis of the adiabatic curves. According to statistical
theory, all open channels are assigned equal weight, and the
collision S-matrix elements are given by S E J,if

2 =∣ ( )∣
N E J1 ,( ) for open channels, and zero otherwise. We note

that in the case of reactive (exothermic) systems, the present
approach can be easily extended to include the reactive
channels in the counting of open channels. The cross section
is calculated as
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The rate coefficients are then computed by integrating the
cross section weighted by a Maxwell–Boltzmann distribution
of energies,
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Note that the present approach allows to save an enormous
amount of both CPU time and memory compared to standard
CC calculations as the adiabatic curves are independent of the
collision energy. Moreover, the convergence of the adiabatic
curves with respect to the ro-vibrational basis is much faster
than the convergence of CC cross sections so that it is not
necessary to include closed channels in the basis, even for
strongly bound collisional systems. We also note that the
present approach can be used for open-shell (polyatomic)
molecules showing a complex rotational structure.

3. Results

The method is expected to yield the best results for collisions
in which an intermediate molecular complex can be formed. As
an example, we consider rotationally inelastic OH+–H
collisions, for which accurate CC results are available in the
literature (Bulut et al. 2015; Stoecklin et al. 2015). In this
application, we only consider rigid-rotor collisions on the

Figure 1. Adiabatic potential energy curves. At the energy shown by the
dashed line, channels a and b are open, while channels c and d are closed.
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We assume that all open channels have the same
probability 1/N(E,J), where N(E,J) is the number
of open channels at an energy E for a given J:

|Sij(E,J)|2 =                   

At energy E: 
channels a, b: open 
channels c, d: closed

Statistical approach - Adiabatic channels (adiabats) obtained by diagonalizing the Hamiltonian
excluding the nuclear kinetic term for each J:

Statistical adiabatic channels model (SACM; Quack & Troe 1974, Loreau et al. 2018)

Although the basic hypotheses of statistical theories are similar,
the different models introduce various dynamical constraints.
Recent examples include the treatment of the reactive collision
H H3 2++ by Park & Light (2007), later extended by Gómez-
Carrasco et al. (2012), or the study of rotationally inelastic
collisions of CH with H2 (Dagdigian 2016) and H (Dagdigian
2017) using the quantum statistical method of Rackham
et al. (2001). Here, we employ a simpler approach inspired
by the statistical adiabatic channel theory of Quack & Troe
(1974, 1975). The method is checked against full quantum
time-independent calculations for a series of benchmark
systems, including ionic and neutral targets, and for a large
range of temperatures. In Section 2, we describe the statistical
approach and the determination of collisional rate coefficients.
In Section 3, we compare the results obtained with this method
to exact quantum calculations. A discussion on the possible use
of our model concludes this Letter.

2. Theoretical Methods

The CC method is based on an expansion of the total
wavefunction Ψ into an angular basis set añ{∣ }:

R R , 11å a cY = ñ
a

a
- ∣ ( ) ( )

where Rca ( ) are radial functions describing the nuclear motion
and the form of the angular functions depend on the type of
collision (Flower 2007). Integrating the Schrödinger equation
over the angular variables leads to the set of coupled
differential radial equations,
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to be solved for a given collision energy E and for each value of
the total angular momentum J. In this equation, Hint is the
Hamiltonian describing the internal ro-vibrational motion of
the molecule(s), V denotes the potential energy surface of the
system, and L is the angular momentum describing the relative
motion of the two colliding partners. The total angular momentum
J j j L1 2= + + , where j1 and j2 are the angular momenta of
the colliding molecules ( j 02 = for atom–molecule collisions),
can be used to conveniently reformulate the coupled equations.
The total angular momentum is conserved during a collision, and
the coupled equations become block-diagonal in J. Solving these
equations with appropriate boundary conditions gives access to
the collision matrix S E J,( ) and the inelastic cross sections are
obtained by summing the contributions of all values of J until
convergence is reached.

In our approach, we diagonalize the Hamiltonian excluding
the nuclear kinetic term (i.e., only the second term of
Equation (2)) for each value of J, which results in a set of
adiabatic curves. It is important to note that the present
approach requires an accurate ab initio potential energy surface
for the collisional complex. Each adiabatic curve can be
associated asymptotically with an internal state of the colliding
molecules, and the number of adiabatic curves is determined by
the values that the quantum number L can take according to the
standard angular momentum coupling rules. Examples of

adiabatic channels are represented in Figure 1. The basic
assumption is that if the kinetic energy is larger than the
centrifugal barrier in the entrance channel, an intermediate
molecular complex can be formed and an inelastic collision can
take place. The probability of inelastic transition is determined
solely by the number N E J,( ) of open exit channels based on
an analysis of the adiabatic curves. According to statistical
theory, all open channels are assigned equal weight, and the
collision S-matrix elements are given by S E J,if

2 =∣ ( )∣
N E J1 ,( ) for open channels, and zero otherwise. We note

that in the case of reactive (exothermic) systems, the present
approach can be easily extended to include the reactive
channels in the counting of open channels. The cross section
is calculated as
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The rate coefficients are then computed by integrating the
cross section weighted by a Maxwell–Boltzmann distribution
of energies,
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Note that the present approach allows to save an enormous
amount of both CPU time and memory compared to standard
CC calculations as the adiabatic curves are independent of the
collision energy. Moreover, the convergence of the adiabatic
curves with respect to the ro-vibrational basis is much faster
than the convergence of CC cross sections so that it is not
necessary to include closed channels in the basis, even for
strongly bound collisional systems. We also note that the
present approach can be used for open-shell (polyatomic)
molecules showing a complex rotational structure.

3. Results

The method is expected to yield the best results for collisions
in which an intermediate molecular complex can be formed. As
an example, we consider rotationally inelastic OH+–H
collisions, for which accurate CC results are available in the
literature (Bulut et al. 2015; Stoecklin et al. 2015). In this
application, we only consider rigid-rotor collisions on the

Figure 1. Adiabatic potential energy curves. At the energy shown by the
dashed line, channels a and b are open, while channels c and d are closed.
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1/N(E,J)  for open channels
0             for closed channels
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Example: OH+ + H

Although the basic hypotheses of statistical theories are similar,
the different models introduce various dynamical constraints.
Recent examples include the treatment of the reactive collision
H H3 2++ by Park & Light (2007), later extended by Gómez-
Carrasco et al. (2012), or the study of rotationally inelastic
collisions of CH with H2 (Dagdigian 2016) and H (Dagdigian
2017) using the quantum statistical method of Rackham
et al. (2001). Here, we employ a simpler approach inspired
by the statistical adiabatic channel theory of Quack & Troe
(1974, 1975). The method is checked against full quantum
time-independent calculations for a series of benchmark
systems, including ionic and neutral targets, and for a large
range of temperatures. In Section 2, we describe the statistical
approach and the determination of collisional rate coefficients.
In Section 3, we compare the results obtained with this method
to exact quantum calculations. A discussion on the possible use
of our model concludes this Letter.

2. Theoretical Methods

The CC method is based on an expansion of the total
wavefunction Ψ into an angular basis set añ{∣ }:

R R , 11å a cY = ñ
a

a
- ∣ ( ) ( )

where Rca ( ) are radial functions describing the nuclear motion
and the form of the angular functions depend on the type of
collision (Flower 2007). Integrating the Schrödinger equation
over the angular variables leads to the set of coupled
differential radial equations,
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to be solved for a given collision energy E and for each value of
the total angular momentum J. In this equation, Hint is the
Hamiltonian describing the internal ro-vibrational motion of
the molecule(s), V denotes the potential energy surface of the
system, and L is the angular momentum describing the relative
motion of the two colliding partners. The total angular momentum
J j j L1 2= + + , where j1 and j2 are the angular momenta of
the colliding molecules ( j 02 = for atom–molecule collisions),
can be used to conveniently reformulate the coupled equations.
The total angular momentum is conserved during a collision, and
the coupled equations become block-diagonal in J. Solving these
equations with appropriate boundary conditions gives access to
the collision matrix S E J,( ) and the inelastic cross sections are
obtained by summing the contributions of all values of J until
convergence is reached.

In our approach, we diagonalize the Hamiltonian excluding
the nuclear kinetic term (i.e., only the second term of
Equation (2)) for each value of J, which results in a set of
adiabatic curves. It is important to note that the present
approach requires an accurate ab initio potential energy surface
for the collisional complex. Each adiabatic curve can be
associated asymptotically with an internal state of the colliding
molecules, and the number of adiabatic curves is determined by
the values that the quantum number L can take according to the
standard angular momentum coupling rules. Examples of

adiabatic channels are represented in Figure 1. The basic
assumption is that if the kinetic energy is larger than the
centrifugal barrier in the entrance channel, an intermediate
molecular complex can be formed and an inelastic collision can
take place. The probability of inelastic transition is determined
solely by the number N E J,( ) of open exit channels based on
an analysis of the adiabatic curves. According to statistical
theory, all open channels are assigned equal weight, and the
collision S-matrix elements are given by S E J,if

2 =∣ ( )∣
N E J1 ,( ) for open channels, and zero otherwise. We note

that in the case of reactive (exothermic) systems, the present
approach can be easily extended to include the reactive
channels in the counting of open channels. The cross section
is calculated as
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The rate coefficients are then computed by integrating the
cross section weighted by a Maxwell–Boltzmann distribution
of energies,
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Note that the present approach allows to save an enormous
amount of both CPU time and memory compared to standard
CC calculations as the adiabatic curves are independent of the
collision energy. Moreover, the convergence of the adiabatic
curves with respect to the ro-vibrational basis is much faster
than the convergence of CC cross sections so that it is not
necessary to include closed channels in the basis, even for
strongly bound collisional systems. We also note that the
present approach can be used for open-shell (polyatomic)
molecules showing a complex rotational structure.

3. Results

The method is expected to yield the best results for collisions
in which an intermediate molecular complex can be formed. As
an example, we consider rotationally inelastic OH+–H
collisions, for which accurate CC results are available in the
literature (Bulut et al. 2015; Stoecklin et al. 2015). In this
application, we only consider rigid-rotor collisions on the

Figure 1. Adiabatic potential energy curves. At the energy shown by the
dashed line, channels a and b are open, while channels c and d are closed.
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We assume that all open channels have the same
probability 1/N(E,J), where N(E,J) is the number
of open channels at an energy E for a given J:

|Sij(E,J)|2 =                   

At energy E: 
channels a, b: open 
channels c, d: closed

Statistical approach - Adiabatic channels (adiabats) obtained by diagonalizing the Hamiltonian
excluding the nuclear kinetic term for each J:

Statistical adiabatic channels model (SACM; Quack & Troe 1974, Loreau et al. 2018)

Although the basic hypotheses of statistical theories are similar,
the different models introduce various dynamical constraints.
Recent examples include the treatment of the reactive collision
H H3 2++ by Park & Light (2007), later extended by Gómez-
Carrasco et al. (2012), or the study of rotationally inelastic
collisions of CH with H2 (Dagdigian 2016) and H (Dagdigian
2017) using the quantum statistical method of Rackham
et al. (2001). Here, we employ a simpler approach inspired
by the statistical adiabatic channel theory of Quack & Troe
(1974, 1975). The method is checked against full quantum
time-independent calculations for a series of benchmark
systems, including ionic and neutral targets, and for a large
range of temperatures. In Section 2, we describe the statistical
approach and the determination of collisional rate coefficients.
In Section 3, we compare the results obtained with this method
to exact quantum calculations. A discussion on the possible use
of our model concludes this Letter.

2. Theoretical Methods

The CC method is based on an expansion of the total
wavefunction Ψ into an angular basis set añ{∣ }:

R R , 11å a cY = ñ
a

a
- ∣ ( ) ( )

where Rca ( ) are radial functions describing the nuclear motion
and the form of the angular functions depend on the type of
collision (Flower 2007). Integrating the Schrödinger equation
over the angular variables leads to the set of coupled
differential radial equations,
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to be solved for a given collision energy E and for each value of
the total angular momentum J. In this equation, Hint is the
Hamiltonian describing the internal ro-vibrational motion of
the molecule(s), V denotes the potential energy surface of the
system, and L is the angular momentum describing the relative
motion of the two colliding partners. The total angular momentum
J j j L1 2= + + , where j1 and j2 are the angular momenta of
the colliding molecules ( j 02 = for atom–molecule collisions),
can be used to conveniently reformulate the coupled equations.
The total angular momentum is conserved during a collision, and
the coupled equations become block-diagonal in J. Solving these
equations with appropriate boundary conditions gives access to
the collision matrix S E J,( ) and the inelastic cross sections are
obtained by summing the contributions of all values of J until
convergence is reached.

In our approach, we diagonalize the Hamiltonian excluding
the nuclear kinetic term (i.e., only the second term of
Equation (2)) for each value of J, which results in a set of
adiabatic curves. It is important to note that the present
approach requires an accurate ab initio potential energy surface
for the collisional complex. Each adiabatic curve can be
associated asymptotically with an internal state of the colliding
molecules, and the number of adiabatic curves is determined by
the values that the quantum number L can take according to the
standard angular momentum coupling rules. Examples of

adiabatic channels are represented in Figure 1. The basic
assumption is that if the kinetic energy is larger than the
centrifugal barrier in the entrance channel, an intermediate
molecular complex can be formed and an inelastic collision can
take place. The probability of inelastic transition is determined
solely by the number N E J,( ) of open exit channels based on
an analysis of the adiabatic curves. According to statistical
theory, all open channels are assigned equal weight, and the
collision S-matrix elements are given by S E J,if

2 =∣ ( )∣
N E J1 ,( ) for open channels, and zero otherwise. We note

that in the case of reactive (exothermic) systems, the present
approach can be easily extended to include the reactive
channels in the counting of open channels. The cross section
is calculated as
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The rate coefficients are then computed by integrating the
cross section weighted by a Maxwell–Boltzmann distribution
of energies,
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Note that the present approach allows to save an enormous
amount of both CPU time and memory compared to standard
CC calculations as the adiabatic curves are independent of the
collision energy. Moreover, the convergence of the adiabatic
curves with respect to the ro-vibrational basis is much faster
than the convergence of CC cross sections so that it is not
necessary to include closed channels in the basis, even for
strongly bound collisional systems. We also note that the
present approach can be used for open-shell (polyatomic)
molecules showing a complex rotational structure.

3. Results

The method is expected to yield the best results for collisions
in which an intermediate molecular complex can be formed. As
an example, we consider rotationally inelastic OH+–H
collisions, for which accurate CC results are available in the
literature (Bulut et al. 2015; Stoecklin et al. 2015). In this
application, we only consider rigid-rotor collisions on the

Figure 1. Adiabatic potential energy curves. At the energy shown by the
dashed line, channels a and b are open, while channels c and d are closed.

2

The Astrophysical Journal Letters, 853:L5 (5pp), 2018 January 20 Loreau, Lique, & Faure

• No need to include closed channels / The adiabatic curves are independant of energy
• Expected to be valid for collisional systems with a long-lived intermediate complex 

1/N(E,J)  for open channels
0             for closed channels

Statistical approaches

a : angular functions ofY



quartet potential energy surface, thus neglecting the (low
probability) reactive channels (Bulut et al. 2015). The
intermediate complex, H2O

+, has a large depth (about 0.5 eV
or 4000 cm−1) that should favor a statistical approach. Using
the methodology described above, we have determined the
OH+–H rotational rate coefficients in the temperature range
10–1000K. Results are presented in Figure 2 for four sample
temperatures between 50 and 1000K and they are compared to
the (rigid-rotor) CC results of Bulut et al. (2015). At low
temperatures (below 300 K), we observe that the present
statistical method predicts the rate coefficients with a very good
accuracy over many orders of magnitude. Up to 300 K, most
rate coefficients are accurate to within 50%, which is
satisfactory for most astrophysical applications. We note,
however, that larger discrepancies appear as the temperature
increases for the dominant transitions. This is expected since at
high energies, the collision time becomes too short to assume
formation of a long-lived complex, so that the hypothesis of an
equiprobable distribution of exit channels is not guaranteed.
However, differences remain below a factor of ∼3 up to
1000K, which is still quite reasonable. In Figure 3, we
compare the rate coefficients for the initial state j 61 = at a
temperature of 200 K. We observe that the adiabatic model
slightly underestimates the transitions with j 11D = o com-
pared to the CC results, but all other transitions and

propensities are nicely reproduced. The same behavior is
observed at other temperatures. We note that strong resonance
and/or interference effects would necessarily be missed in the
statistical approach.

Figure 2. Comparison of the rate coefficients (in units of cm3 s−1) obtained with the adiabatic model and with the CC method for j jOH H OH H1 1+ l ¢ ++ +( ) ( ) for
several temperatures. The dashed lines represent a factor of 3 error.

Figure 3. Rate coefficients for j jOH 6 H OH H1 1= + l ¢ ++ +( ) ( ) as a
function of j1¢ at a temperature of 200 K.
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Rate coefficients for OH+(j1 = 6) + H → OH+(j1) + H as a function of j1’ at a temperature of 200 K. 

• The SACM approach slightly underestimates the transitions with ∆j1 = 1 compared to the CC 
results, but all other transitions and propensities are nicely reproduced

Diagram of the H2O+

2A’’ (red) and 4A’’
(blue) PES

Application to the OH+ - H strongly bound (non reactive) system 
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Statistical approaches: applications

Collisional excitation of SH+ and CH+ by H 

The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

S+(4S) + H2 (X1Σ+g ) asymptote, resulting in an exothermicity of∼ 0.86 eV, and shows almost no energy well;47 dynamics on this
surface is not considered in this study. On the other hand, the
doublet surface, correlating to the S+(2S) + H2 (X1Σ+g ) asymptote,
predicts a potential energy well of ∼ 4 eV and is without barrier
for the formation of the intermediate complex. Because the inser-
tion reaction on this doublet surface is endothermic by ∼ 1 eV, no
competition with the other processes is expected at low tempera-
tures. Consequently, the reaction was not considered in the statis-
tical quantum calculations provided that we restricted ourselves to
low temperatures,

SH+ (j, v = 0) +H′ → SH+ (j′, v′ = 0) +H′, (C1)
SH+ (j, v = 0) +H′ → SH′+ (j′, v′ = 0) +H. (C2)

Scattering calculations combining the infinite-order-sudden (IOS)
approximation and the time-dependent wavepacket (TDWP)
method are presented in Refs. 46 and 48. Rotational deexcitation
rate coefficients, kexci

0j′ ,0j(T), for processes 1 and 2, summed, were
used for benchmarking. The transitions for initial rotational states
j ∈ {1, . . . , 10} and final rotational state j′ = 0 were obtained with
the time-dependent wave packet (TDWP) method. Results for all the
other transitions, j ∈ {2, . . . , 10} and j′ = j − 1, were computed using
an IOS based method.49 Figure 4 shows the direct comparison of the
SACM results and the data. In particular, the upper panel shows a
comparison with the TDWP results at temperatures of 20, 100, and
500 K. The lower panel does the same, only now including the IOS
based results as well. One can see that the agreement between SACM
and quantum WP data, with the exception of some transitions, is
rather good. The agreement with IOS based results is less good, espe-
cially at lower temperatures. This is expected since the accuracy of
the IOS approximation decreases with decreasing temperature.

D. CH+2-system
The full-dimensional electronic potential energy surface for this

system, developed by Werfelli et al.,50 was used for the construction
of the adiabats. It was computed using the internally contracted mul-
tireference configuration interaction (ic-MRCI) method, accounting
for Davidson correction (+Q), in conjunction with the aug-cc-pV5Z
basis set. The ground electronic state of the CH+2 -system is charac-
terized by a deep potential energy well of ∼ 4.8 eV, which should
favor a statistical treatment. The interest is in the insertion reac-
tion (D3) and inelastic collision (D1), both involving the methyli-
dyne cation, CH+(X1Σ+), and the hydrogen atom, H (2S), in their
ground electronic states. Both scattering events are in competition
with each other, as well as with an exchange reaction (D2); this com-
petition was taken into account in the statistical calculations. Molec-
ular hydrogen, H2 (X1Σ+g ), and C+(2P) are formed in their ground
electronic states as products of the insertion reaction. This reaction
is exothermic by ∼ 0.402 eV.

CH+ (j, v = 0) +H′ → CH+ (j′, v′ = 0) +H′, (D1)
CH+ (j, v = 0) +H′ → CH′+ (j′, v′ = 0) +H, (D2)

CH+ (j, v = 0) +H→ C+ +H2 (j′, v′). (D3)
This system has been the subject of earlier theoretical work,51–55

quantum or statistical, on the dynamics of CH+. More recently,
scattering calculations for this system were performed in Ref. 50,
and these results were used for benchmarking. Accurate rotational
deexcitation rate coefficients for process 1, kinel

0j′ ,0j(T), are available
for j ∈ {2, . . . , 7} and j′ = j − 1. In addition, reaction rate coeffi-
cients for process 3, kinser

0j (T), were computed for j ∈ {0, . . . , 7}.
Note that the reactive rate coefficients are only resolved up to the

FIG. 5. Direct comparison at several temperatures of the SACM and the CC rate coefficients (in units of cm3 s−1) for the rotationally inelastic collisions (left panel) and
insertion reactions (right panel), involving CH+ and H. The dashed (dotted) lines represent an error factor of 2 (3). The CC result was calculated by Werfelli et al. (Ref. 50).
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FIG. 2. Direct comparison of the CC and SACM rate coefficients as a func-
tion of temperature for the vibrational excitations, v = 0→ v′ = 1, 2, 3, and rota-
tional deexcitation, j = 1→ j′ = 0, in H2, both by combined inelastic and reactive
collisions. The CC results were calculated by González-Lezana et al. (Ref. 41).

where H2 can be ro-vibrationally excited. To this end, we used the
rate coefficients, kinser

v′j′ ,00, as computed by Lepers et al.43,44 with the
TIQM method. Figure 3 shows the direct comparison of kinser

v′j′ ,00 for
v′ = 1 and j′ = {0, . . . , 9}, as computed with the SACM and CC
methods. Overall, good agreement was found for most of the tem-
peratures considered. An error factor of less than 2 was consistently
found.

FIG. 3. Direct comparison at several temperatures of the SACM and the CC rate
coefficients (in units of cm3 s−1) for the insertion reaction, involving HD and H+,
for H2(v′ = 1). The dashed (dotted) lines represent an error factor of 2 (3). The
CC results were computed by Lepers et al. (Refs. 43 and 44).

C. SH+2-system
For this system, the processes of interest are the inelastic colli-

sion (C1) and the exchange reaction (C2), both involving the sul-
phanylium cation, SH+ (X3Σ−), and the hydrogen atom, H (2S).
The global full-dimensional electronic PESs for the quartet (4A

′′
)

and doublet (2A
′′

) states of this system, both degenerate in the SH+
(X3Σ−) +H (2S) asymptote, were computed by Zanchet et al.46 using
the internally contracted multireference configuration interaction
(ic-MRCI) method, including singles and doubles, and account-
ing for Davidson correction (+Q). The aug-cc-pV5Z basis set was
employed for all atoms. The quartet surface correlates with the

FIG. 4. Direct comparison at several temperatures of the SACM and the TDWP
(top panel) and IOS based (bottom panel) rate coefficients (in units of cm3 s−1) for
the rotational (de)excitation (inelastic collisions and exchange reactions), involving
SH+ and H. The dashed (dotted) lines represent an error factor of 2 (3). The TDWP
and IOS based (methodology) results are presented in Refs. 46, 48, and 49.
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SACM provides an 
interesting alternative to 
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quantum calculations

To quantify the discrepancies between the CC results and the
statistical results, we compute the weighted mean error factor
(WMEF) for each temperature, defined as
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where ki
CC is the rate coefficient for transition i obtained with the

CC method and ri is the ratio of the rate coefficients obtained with
the two methods, defined as r k k k kmax ,i i i i i

CC adia adia CC= ( ) so
that r 1i . . We use a weighted average to underline the fact that
for radiative transfer applications, the largest rate coefficients are
the most important. It is clear that the method is very efficient to
describe collisions in strongly bound systems such as OH+–H
with a WMEF of only 1.18 at 50K. At such low temperature, the
approximate wavepacket and semi- or quasi-classical approaches
would fail by much larger factors. The WMEF increased to 2.20
at 1000K, which is still reasonable. These good results confirm
that the statistical method is well adapted to treat systems with
“covalent” interactions, as expected.

In many astrophysical environments, such as the cold
interstellar medium, the most abundant colliding partners are

not hydrogen atoms but H2 and He. In this case, the
corresponding intermediate complexes may have much shal-
lower well depth, and one might wonder whether the statistical
method is still applicable. We first consider collisions of
molecular ions with He or H2. These collisions provide an
intermediate case as a non-covalent but strong van der Waals
interaction occurs due to the charge-induced dipole potential.
Figure 4 illustrates the results for a cationic system, OH+–He,
and an anionic system, CN−–H2. The well depths of the
potential energy surfaces are very similar, 730cm−1 and
750cm−1, respectively. The rotational rate coefficients have
been calculated with the CC method for OH+–He (Gómez-
Carrasco et al. 2014) and the coupled-states method for
CN−–H2 (Kłos & Lique 2011). For this latter system, CC
calculations have shown that the coupled-states approach is
accurate to better than 50%. In the case of OH+–He, we
observe a reasonable agreement (better than a factor 3 for most
transitions) for the three temperatures considered, although at
300K the dominant rate coefficients are not well reproduced.
For CN−–H2, the agreement is not that good, which might
reflect the fact that H2 has a large rotational constant and does
not behave statistically. This is particularly the case for
transitions with small rate coefficients ( 10 11< - cm3 s−1). On

Figure 4. Rate coefficients (in units of cm3 s−1) for j jOH He OH He1 1+ l ¢ ++ +( ) ( ) (left)and for j j j jCN H CN H1 2 2 1 2 2+ l ¢ +- -( ) ( ) ( ) ( ) (right) for several
temperatures. The dashed lines represent a factor of 3 error.

Figure 5. Rate coefficients (in units of cm3 s−1) for j jCO He CO He1 1+ l ¢ +( ) ( ) (left) and for j j j jCO H CO H1 2 2 1 2 2+ l ¢ +( ) ( ) ( ) ( ) (right) for several
temperatures. The dashed lines represent a factor of 3 error.
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S+(4S) + H2 (X1Σ+g ) asymptote, resulting in an exothermicity of∼ 0.86 eV, and shows almost no energy well;47 dynamics on this
surface is not considered in this study. On the other hand, the
doublet surface, correlating to the S+(2S) + H2 (X1Σ+g ) asymptote,
predicts a potential energy well of ∼ 4 eV and is without barrier
for the formation of the intermediate complex. Because the inser-
tion reaction on this doublet surface is endothermic by ∼ 1 eV, no
competition with the other processes is expected at low tempera-
tures. Consequently, the reaction was not considered in the statis-
tical quantum calculations provided that we restricted ourselves to
low temperatures,

SH+ (j, v = 0) +H′ → SH+ (j′, v′ = 0) +H′, (C1)
SH+ (j, v = 0) +H′ → SH′+ (j′, v′ = 0) +H. (C2)

Scattering calculations combining the infinite-order-sudden (IOS)
approximation and the time-dependent wavepacket (TDWP)
method are presented in Refs. 46 and 48. Rotational deexcitation
rate coefficients, kexci

0j′ ,0j(T), for processes 1 and 2, summed, were
used for benchmarking. The transitions for initial rotational states
j ∈ {1, . . . , 10} and final rotational state j′ = 0 were obtained with
the time-dependent wave packet (TDWP) method. Results for all the
other transitions, j ∈ {2, . . . , 10} and j′ = j − 1, were computed using
an IOS based method.49 Figure 4 shows the direct comparison of the
SACM results and the data. In particular, the upper panel shows a
comparison with the TDWP results at temperatures of 20, 100, and
500 K. The lower panel does the same, only now including the IOS
based results as well. One can see that the agreement between SACM
and quantum WP data, with the exception of some transitions, is
rather good. The agreement with IOS based results is less good, espe-
cially at lower temperatures. This is expected since the accuracy of
the IOS approximation decreases with decreasing temperature.

D. CH+2-system
The full-dimensional electronic potential energy surface for this

system, developed by Werfelli et al.,50 was used for the construction
of the adiabats. It was computed using the internally contracted mul-
tireference configuration interaction (ic-MRCI) method, accounting
for Davidson correction (+Q), in conjunction with the aug-cc-pV5Z
basis set. The ground electronic state of the CH+2 -system is charac-
terized by a deep potential energy well of ∼ 4.8 eV, which should
favor a statistical treatment. The interest is in the insertion reac-
tion (D3) and inelastic collision (D1), both involving the methyli-
dyne cation, CH+(X1Σ+), and the hydrogen atom, H (2S), in their
ground electronic states. Both scattering events are in competition
with each other, as well as with an exchange reaction (D2); this com-
petition was taken into account in the statistical calculations. Molec-
ular hydrogen, H2 (X1Σ+g ), and C+(2P) are formed in their ground
electronic states as products of the insertion reaction. This reaction
is exothermic by ∼ 0.402 eV.

CH+ (j, v = 0) +H′ → CH+ (j′, v′ = 0) +H′, (D1)
CH+ (j, v = 0) +H′ → CH′+ (j′, v′ = 0) +H, (D2)

CH+ (j, v = 0) +H→ C+ +H2 (j′, v′). (D3)
This system has been the subject of earlier theoretical work,51–55

quantum or statistical, on the dynamics of CH+. More recently,
scattering calculations for this system were performed in Ref. 50,
and these results were used for benchmarking. Accurate rotational
deexcitation rate coefficients for process 1, kinel

0j′ ,0j(T), are available
for j ∈ {2, . . . , 7} and j′ = j − 1. In addition, reaction rate coeffi-
cients for process 3, kinser

0j (T), were computed for j ∈ {0, . . . , 7}.
Note that the reactive rate coefficients are only resolved up to the

FIG. 5. Direct comparison at several temperatures of the SACM and the CC rate coefficients (in units of cm3 s−1) for the rotationally inelastic collisions (left panel) and
insertion reactions (right panel), involving CH+ and H. The dashed (dotted) lines represent an error factor of 2 (3). The CC result was calculated by Werfelli et al. (Ref. 50).
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FIG. 2. Direct comparison of the CC and SACM rate coefficients as a func-
tion of temperature for the vibrational excitations, v = 0→ v′ = 1, 2, 3, and rota-
tional deexcitation, j = 1→ j′ = 0, in H2, both by combined inelastic and reactive
collisions. The CC results were calculated by González-Lezana et al. (Ref. 41).

where H2 can be ro-vibrationally excited. To this end, we used the
rate coefficients, kinser

v′j′ ,00, as computed by Lepers et al.43,44 with the
TIQM method. Figure 3 shows the direct comparison of kinser

v′j′ ,00 for
v′ = 1 and j′ = {0, . . . , 9}, as computed with the SACM and CC
methods. Overall, good agreement was found for most of the tem-
peratures considered. An error factor of less than 2 was consistently
found.

FIG. 3. Direct comparison at several temperatures of the SACM and the CC rate
coefficients (in units of cm3 s−1) for the insertion reaction, involving HD and H+,
for H2(v′ = 1). The dashed (dotted) lines represent an error factor of 2 (3). The
CC results were computed by Lepers et al. (Refs. 43 and 44).

C. SH+2-system
For this system, the processes of interest are the inelastic colli-

sion (C1) and the exchange reaction (C2), both involving the sul-
phanylium cation, SH+ (X3Σ−), and the hydrogen atom, H (2S).
The global full-dimensional electronic PESs for the quartet (4A

′′
)

and doublet (2A
′′

) states of this system, both degenerate in the SH+
(X3Σ−) +H (2S) asymptote, were computed by Zanchet et al.46 using
the internally contracted multireference configuration interaction
(ic-MRCI) method, including singles and doubles, and account-
ing for Davidson correction (+Q). The aug-cc-pV5Z basis set was
employed for all atoms. The quartet surface correlates with the

FIG. 4. Direct comparison at several temperatures of the SACM and the TDWP
(top panel) and IOS based (bottom panel) rate coefficients (in units of cm3 s−1) for
the rotational (de)excitation (inelastic collisions and exchange reactions), involving
SH+ and H. The dashed (dotted) lines represent an error factor of 2 (3). The TDWP
and IOS based (methodology) results are presented in Refs. 46, 48, and 49.
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Left: Rate coefficients for the rotational excitation of HF (j2=0 – j2’) by H2O
Right : Level populations of HF(j2 = 0−3) as functions of H2O density in cometary comae model 
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First state-to-state rate 
coefficients for the HF-
H2O collisional system 

To quantify the discrepancies between the CC results and the
statistical results, we compute the weighted mean error factor
(WMEF) for each temperature, defined as
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where ki
CC is the rate coefficient for transition i obtained with the

CC method and ri is the ratio of the rate coefficients obtained with
the two methods, defined as r k k k kmax ,i i i i i

CC adia adia CC= ( ) so
that r 1i . . We use a weighted average to underline the fact that
for radiative transfer applications, the largest rate coefficients are
the most important. It is clear that the method is very efficient to
describe collisions in strongly bound systems such as OH+–H
with a WMEF of only 1.18 at 50K. At such low temperature, the
approximate wavepacket and semi- or quasi-classical approaches
would fail by much larger factors. The WMEF increased to 2.20
at 1000K, which is still reasonable. These good results confirm
that the statistical method is well adapted to treat systems with
“covalent” interactions, as expected.

In many astrophysical environments, such as the cold
interstellar medium, the most abundant colliding partners are

not hydrogen atoms but H2 and He. In this case, the
corresponding intermediate complexes may have much shal-
lower well depth, and one might wonder whether the statistical
method is still applicable. We first consider collisions of
molecular ions with He or H2. These collisions provide an
intermediate case as a non-covalent but strong van der Waals
interaction occurs due to the charge-induced dipole potential.
Figure 4 illustrates the results for a cationic system, OH+–He,
and an anionic system, CN−–H2. The well depths of the
potential energy surfaces are very similar, 730cm−1 and
750cm−1, respectively. The rotational rate coefficients have
been calculated with the CC method for OH+–He (Gómez-
Carrasco et al. 2014) and the coupled-states method for
CN−–H2 (Kłos & Lique 2011). For this latter system, CC
calculations have shown that the coupled-states approach is
accurate to better than 50%. In the case of OH+–He, we
observe a reasonable agreement (better than a factor 3 for most
transitions) for the three temperatures considered, although at
300K the dominant rate coefficients are not well reproduced.
For CN−–H2, the agreement is not that good, which might
reflect the fact that H2 has a large rotational constant and does
not behave statistically. This is particularly the case for
transitions with small rate coefficients ( 10 11< - cm3 s−1). On

Figure 4. Rate coefficients (in units of cm3 s−1) for j jOH He OH He1 1+ l ¢ ++ +( ) ( ) (left)and for j j j jCN H CN H1 2 2 1 2 2+ l ¢ +- -( ) ( ) ( ) ( ) (right) for several
temperatures. The dashed lines represent a factor of 3 error.

Figure 5. Rate coefficients (in units of cm3 s−1) for j jCO He CO He1 1+ l ¢ +( ) ( ) (left) and for j j j jCO H CO H1 2 2 1 2 2+ l ¢ +( ) ( ) ( ) ( ) (right) for several
temperatures. The dashed lines represent a factor of 3 error.
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To quantify the discrepancies between the CC results and the
statistical results, we compute the weighted mean error factor
(WMEF) for each temperature, defined as
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where ki
CC is the rate coefficient for transition i obtained with the

CC method and ri is the ratio of the rate coefficients obtained with
the two methods, defined as r k k k kmax ,i i i i i

CC adia adia CC= ( ) so
that r 1i . . We use a weighted average to underline the fact that
for radiative transfer applications, the largest rate coefficients are
the most important. It is clear that the method is very efficient to
describe collisions in strongly bound systems such as OH+–H
with a WMEF of only 1.18 at 50K. At such low temperature, the
approximate wavepacket and semi- or quasi-classical approaches
would fail by much larger factors. The WMEF increased to 2.20
at 1000K, which is still reasonable. These good results confirm
that the statistical method is well adapted to treat systems with
“covalent” interactions, as expected.

In many astrophysical environments, such as the cold
interstellar medium, the most abundant colliding partners are

not hydrogen atoms but H2 and He. In this case, the
corresponding intermediate complexes may have much shal-
lower well depth, and one might wonder whether the statistical
method is still applicable. We first consider collisions of
molecular ions with He or H2. These collisions provide an
intermediate case as a non-covalent but strong van der Waals
interaction occurs due to the charge-induced dipole potential.
Figure 4 illustrates the results for a cationic system, OH+–He,
and an anionic system, CN−–H2. The well depths of the
potential energy surfaces are very similar, 730cm−1 and
750cm−1, respectively. The rotational rate coefficients have
been calculated with the CC method for OH+–He (Gómez-
Carrasco et al. 2014) and the coupled-states method for
CN−–H2 (Kłos & Lique 2011). For this latter system, CC
calculations have shown that the coupled-states approach is
accurate to better than 50%. In the case of OH+–He, we
observe a reasonable agreement (better than a factor 3 for most
transitions) for the three temperatures considered, although at
300K the dominant rate coefficients are not well reproduced.
For CN−–H2, the agreement is not that good, which might
reflect the fact that H2 has a large rotational constant and does
not behave statistically. This is particularly the case for
transitions with small rate coefficients ( 10 11< - cm3 s−1). On

Figure 4. Rate coefficients (in units of cm3 s−1) for j jOH He OH He1 1+ l ¢ ++ +( ) ( ) (left)and for j j j jCN H CN H1 2 2 1 2 2+ l ¢ +- -( ) ( ) ( ) ( ) (right) for several
temperatures. The dashed lines represent a factor of 3 error.

Figure 5. Rate coefficients (in units of cm3 s−1) for j jCO He CO He1 1+ l ¢ +( ) ( ) (left) and for j j j jCO H CO H1 2 2 1 2 2+ l ¢ +( ) ( ) ( ) ( ) (right) for several
temperatures. The dashed lines represent a factor of 3 error.
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• SACM predicts the rate coefficients with a reasonable accuracy. Most rate coefficients are
accurate to within a factor 2-3.

• Discrepancies attributed to a non favourable formation of the complex

Statistical approaches: limitations

Collisional excitation of HeH+ by H 
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Conclusion

• Production of new collisional data for ions and radicals (H3O+, CF+, NS+, C2H, OH)

• Validation of the statistical adiabatic channels models for scattering calculations at low 
temperatures and for strongly bound and reactive systems

• Ongoing work:
Generation of a SACM code to treat collisional excitation of ionic polyatomic systems
Application to the OH+ and H2O+ ions  

• Accurate determination of the abundance of reactive molecules in the interstellar medium
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Potential energy surface 

• UCCSD(T)/aVQZ level of theory using MOLPRO4 
• Legendre polynomial expansion based on 1351 geometries

• Highly anisotropic 
• Shallow minima ~ 35 cm-1
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Figure 1: Isocontours of the CCS-He PES.
Figure 2: CCS-He collisional  
system in Jacobi coordinates.

Figure 4: Fine structure resolved rate coefficients 
from Nj = 1j for ▵N = ▵j transitions.
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Figure 5: Fine structure resolved rate coefficients 
from Nj = 10j for ▵N = ▵j transitions.

Rate coefficients 

• Close-coupling approach using a modified version of MOLSCAT5 
• Thermal averaging of the cross sections

Fine structure: 
• Must be accurately taken into account for low Nj levels 
• Could be approximatively taken into account for high Nj 

Effect of the isotopic substitution 

Fine structure rate coefficients: 
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Figure 7: Systematic comparison of the rate 
coefficients of 13CCS and C13CS isotopologues.

Figure 6: Systematic comparison of the rate 
coefficients of CCS and CC34S isotopologues.

→  Rate coefficients for one isotopologues can be use to infer the 
ones of all 4 isotopologues

Context 

• Physical conditions in astrophysical media are derived from 
spectral line analysis 

→ Requires the population of molecular energy levels 
• Local thermodynamic equilibrium conditions rarely fulfilled 

→ Need of radiative and collisional molecular data 
• Rate coefficients, which characterize transitions induced by 

collisions, are obtained in 2 steps: 
1. Interaction potential between the colliders 

→ Potential energy surface (PES) 
2. Scattering calculations based on the PES 

→ Inelastic cross sections and rate coefficients

Objectives 

• First PES for the CCS-He system 
• First accurate fine structure resolved rate coefficients for the 

CCS and CC34S isotopologues 
• First hyperfine structure resolved rate coefficients for the 

13CCS and C13CS isotopologues

CCS - He collisional system 

• CCS detected in several molecular clouds and in IRC+102161,2 
• CC34S, 13CCS and C13CS also detected in several 

astronomical sources 
• He is one of the dominant collider and a proxy for H2

Conclusions and Perspectives 

✓ CCS-He PES at the UCCSD(T)/aVQZ level of theory 
✓ First accurate set of rate coefficients for the 5 - 50 K 

temperature range  
✓ Isotopic substitution has no significant effect 

‣ Hyperfine structure resolved rate coefficients for 13C-based 
isotopologues 

‣ Modelisation of observation: 
1. Observation of CCS 
2. Determination of 13C-based isotopologues 

abundances 
→   Investigation of the chemical processes leading to the 

formation of CCS isotopologues
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Figure 8: Hyperfine excitation cross 
sections of 13C-based isotopologues.

Work in
 progress

Hyperfine structure rate coefficients: 

• I = 1/2 →  F = |j - 1/2|  ;  j + 1/2 
Nuclear angular momentum I 
Total angular momentum F = j + I 

1 fine structure level Nj 
      → 2 hyperfine structure levels Nj, F 

• Recoupling method6 

Figure 3: Energy levels of the 
CCS radical.

CCS(3Σ-) fine structure 

•  S = 1 → j = | N - 1 | ;   N  ;  N + 1 

Electronic angular momentum S 
Nuclear rotational momentum N 
Total angular momentum j = N + S 

1 rotational level N  
→ 3 fine structure levels Nj 

• Large spin-splitting 
→ Energy levels mixed up up to Nj = 10j
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Introduction

Ethynyl radical C2H and its isotopologues C13CH and 13CCH are
detected in a wide range of astrophysical environments such as
photodissociation regions [2], prestellar cores [7], high-mass star
forming regions [5], protoplanetary disks [1] and in cold clouds [8].
These species have the advantage of exhibiting an hyperfine struc-
ture (see Figure 1), which make them useful tracers of interstellar
conditions.
Observational spectra show a higher intensity in favor of C13CH
lines than 13CCH ones, as we can see in Figure 2. However, both
isotopologues are predicted by astrochemical models to have a sim-
ilar abundance. Hence, these findings may be explained by a differ-
ent excitation mechanism of the two molecules. Then, accurate rate
coefficients for each isotopologues are needed in order to interpret
observations.

Presently, rate coefficients are available for C2H-H2 collisions up
to 300K [10] but there are no collisional data for 13CCH and C13CH
in collision with H2, the main collider in the interstellar medium
(ISM). Substituted systems are used as approximate data in order
to constrain physical and chemical conditions of astrophysical en-
vironments where the two isotopologues are detected.

Figure 1. Representation of the hyperfine structure of C2H

Figure 2. Detected 13CCH and C13CH hyperfine lines of the N = 3 ! 2 rotational
transitions [9]

Potential energy surface (PES)

Calculations of collisional rate coefficients are done in two stages.
First, one needs to compute the interaction potential between col-
liding particles. Then one can study the dynamics of the nuclei on
the computed PES.

Figure 3. Representation of the C2H-H2 system in Jacobi coordinates

C2H-H2 interacting system have been described using the Jacobi
coordinates, considering both molecules as linear rigid rotors (fig-
ure 3). The ab initio calculations of the PES were carried out using
the spin-restricted coupled cluster method with single, double, and
perturbative triple excitations level of theory [RCCSD(T)]. The aug-
mented correlation-consistent polarized valence triple zeta (aVQZ)

basis set were used with the MOLPRO quantum chemistry code [4].
The analytical representation of the potential was expressed with
bispherical harmonics. [11]
Within the Born-Oppenheimer approximation, all isotopologues
present the same interaction energy. It is possible to use the 4D
C2H-H2 PES and perform a shift of the center of mass in order to
derive the interaction PES for the isotopologues.

Scattering calculations

C2H radical and isotopologues have a non zero electronic spin
S which couples with the rotational quantum number N of the
molecule. It makes a fine structure appearing (labeled by j = N+ S

quantum number). The presence of the hydrogen atom into C2H
makes also the emergence of a hyperfine structure due to its non
zero nuclear spin I1 (labeled by F1 = j + I1 quantum number).
Each hyperfine level is spaced by less than 10�4 cm�1 . In the case
of the 13C atom isotopic subsitution, an additional hyperfine split-
ting happens with F = F1 + I2 as quantum number, where I2 is its
corresponding nuclear spin.

Calculations for the 13C isotopologues are not feasible in terms
of required CPU time and memory using both exact methods and
4D interaction potential. A treatment with para-H2 as a pseudo
atom (spherical H2) has been done, reducing the dimensionality of
the collisional systems. With such an approximation, errors is esti-
mated to be of the order of 20%. Cross sections are computed using
the recoupling technique with the HIBRIDON scattering code [6].

After cross section calculations, it is possible to compute rate co-
efficients from an initial level i (labeled by N, j1, F1, F ) to a final
level f (labeled by N 0, j01, F

0
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0) such that:
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Figure 4. a) Hyperfine resolved rate coefficients as a function of the temperature
of C13CH (solid) and 13CCH (dashed) in collision with spherical H2 for selected
transitions Nj,F1,F ! N 0

j0,F 0
1,F

0 (upper panel).
b) Systematic comparison of C13CH and 13CCH hyperfine rate coefficients at 10K
(lower panel)

Figure 4a) presents rate coefficients of the two isotopologues as a
function of the temperature for some hyperfine transitions. A devi-
ation of ⇠ 20 � 30% is observed, which is significant effect for an
isotopic substitution.
Figure 4b) shows a systematic comparison between isotopologues
rate coefficents at 10K for all open transitions, where the green
curve represents deviations within a factor of 2. One can see that
the discrepancy of the figure 4a) can be generalized in 4b) at low
temperature below an error of 50%.

Excitation of C2H in the interstellar medium

In order to see the impact of our new data on the excitation mech-
anisms, radiative transfer calculations have been done with the

RADEX code [3]. We used escape probability approximation. in
order to model cold environments such as Taurus Molecular Cloud
(TMC-1). A kinetic temperature of 10K has been considered. The
C13CH and 13CCH column density was the same for both isotopo-
logues and was fixed at 2.6.1012 cm2.

Figure 5. Excitation temperatures of C13CH (solid lines) and 13CCH (dashed
lines) as a function of H2 density for three hyperfine components of the N =
1 ! 0, N = 2 ! 1 and N = 3 ! 2 rotational transitions

Figure 6. Radiation temperatures of C13CH (blue) and 13CCH (red) for two hy-
perfine components of the N = 1 ! 0, N = 2 ! 1 and N = 3 ! 2 rotational
transitions at given H2 densities

Figure 5 displays excitation temperatures of selected hyperfine
lines as a function of the H2 density. It shows similar intensities be-
tween C13CH and 13CCH isotopologues. Such a behaviour is also
corroborated for corresponding radiation temperatures in figure 6
for selected H2 densities in the non-LTE regime. Differences are
below 10%, which is not in agreement with the findings of figure 4
and then lower than the differences seen in the rate coefficients.

Conclusion

We computed hyperfine resolved rate coefficients of the C13CH and
13CCH isotopologues in collision with H2 . These data will be pro-
vided up to 150K.
Rate coefficients for the two isotopologues can vary up to a factor
1.5, which is non negligible for an isotopic substitution.
The present collisional data have been used for a simple radiative
transfer analysis to check the impact of the excitation mechanisms.
The effect due to the isotopic substitution observed with these data
is not able to explain the discrepancies of the observed spectra as-
suming that both isotopologues have the same abundance. Then,
it is of interest to turn to a more detailed analysis of astrochemi-
cal models in order to constrain carbon chemistry and to reproduce
observations.

References

[1] A. Dutrey et al. Astron. Astrophys., 317, 1996.
[2] D. Teyssier et al. A&A, 417, 2003.
[3] F. F. S. van der Tak et al. 468, 2007.
[4] H. -J. Werner et al. J. Chem. Phys., 152, 2020.
[5] H. Beuther et al. The Astrophysical Journal, 675, 2008.
[6] M. H. Alexander et al., 1987.
[7] M. Padovani et al. A&A, 505, 2009.
[8] N. Sakai et al. A&A, 512, 2010.
[9] S. Cuadrado et al. A&A, 575, 2015.

[10] P. J. Dagdigian. Mon. Not. R. Astronom. Soc., 479, 2018.
[11] P. J. Dagdigian. J. Chem. Phys., 148, 2018.



Thanks for your
attention !

Rennes

Mont Saint Michel

Saint Malo


